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SHARP TWO-WEIGHT INEQUALITIES FOR SINGULAR INTEGRALS, WITH APPLICATIONS TO THE HILBERT TRANSFORM AND THE SARASON CONJECTURE

D. CRUZ-URIBE, SFO, J. M. MARTELL, AND C. PÉREZ

Abstract. We prove two-weight norm inequalities for Calderón-Zygmund singular integrals that are sharp for the Hilbert transform and for the Riesz transforms. In addition, we give results for the dyadic square function and for commutators of singular integrals. As an application we give new results for the Sarason conjecture on the product of unbounded Toeplitz operators on Hardy spaces.

1. Introduction

1.1. Background. A long-standing problem in harmonic analysis has been to characterize the weights governing strong-type norm inequalities for classical operators. To be precise: given an operator $T$ and $p$, $1 < p < \infty$, determine sufficient conditions on a pair of weights (i.e., non-negative, measurable functions) $(u, v)$ such that for all $f \in L^p(v^p)$,

\begin{equation}
\int_{\mathbb{R}^n} |u(x) T f(x)|^p \, dx \leq C \int_{\mathbb{R}^n} |v(x) f(x)|^p \, dx.
\end{equation}

This problem was originally posed in the early 1970’s for the Hardy-Littlewood maximal operator and for the Hilbert transform on the real line, but it was soon expanded to include a variety of operators—singular integrals, fractional integrals, and square functions—on $\mathbb{R}^n$. While a great deal of progress has been made, many questions remain open even for the Hilbert transform.

For many of these problems, inequality (1.1) is usually stated in an equivalent form:

\begin{equation}
\int_{\mathbb{R}^n} |T f(x)|^p U(x) \, dx \leq C \int_{\mathbb{R}^n} |f(x)|^p V(x) \, dx,
\end{equation}

where $U = u^p$ and $V = v^p$. But for our purposes (1.1) is a more suitable form as it makes the statement of our main results more elegant.
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The purpose of this paper is to give new two-weight norm inequalities for singular integrals and other operators that are sharp for the Hilbert and Riesz transforms. To put our results into context, we will sketch the outlines of some earlier work. For more information on the history of this problem, we refer the reader to Muckenhoupt [28], Dynkin and Osilenker [15], García-Cuerva and Rubio de Francia [18], and Duoandikoetxea [13].

The earliest weighted norm inequalities were for the one-weight problem (i.e., when $u = v$). Muckenhoupt [27], and Hunt, Muckenhoupt and Wheeden [20] showed that for the maximal operator and for the Hilbert transform on the real line, (1.1) held if and only if $u^p$ satisfied the so-called $A_p$ condition: there exists a finite constant $C$ such that for all intervals $Q$,

$$
\left( \frac{1}{|Q|} \int_Q u(x)^p \, dx \right)^{\frac{1}{p}} \left( \frac{1}{|Q|} \int_Q u(x)^{p'} \, dx \right)^{\frac{1}{p'}} \leq C.
$$

The proof was simplified by Coifman and Fefferman [3] and extended to Calderón-Zygmund singular integrals on $\mathbb{R}^n$ (with intervals replaced by cubes in (1.3)).

It was immediately conjectured that in the two-weight case, the corresponding two-weight $A_p$ condition,

$$
\left( \frac{1}{|Q|} \int_Q u(x)^p \, dx \right)^{\frac{1}{p}} \left( \frac{1}{|Q|} \int_Q v(x)^{p'} \, dx \right)^{\frac{1}{p'}} \leq C < \infty,
$$

was necessary and sufficient for these operators to be bounded from $L^p(v^p)$ to $L^p(u^p)$. However, while this condition is necessary for the maximal operator and for the Hilbert transform, it is not sufficient: see Muckenhoput and Wheeden [30]. Sawyer [44] gave a necessary and sufficient condition for the maximal operator which involves the operator itself. Cotlar and Sadosky [4, 5] gave a necessary and sufficient condition for the Hilbert transform which is reminiscent of the Helson-Szegő theorem and is grounded in operator theory. However, their condition is difficult to check and does not readily extend to higher dimensions and general singular integrals.

Following these results, a great deal of effort was devoted to finding stronger conditions related to the more geometric two-weight $A_p$ condition and that are sufficient for (1.1) to hold for a variety of operators, especially singular integrals. In passing, we note the work of Muckenhoupt and Wheeden [30], Fujii [17], Katz and Pereyra [22], Leckband [25], Rakotondratsimba [39, 40], Wilson [52], and Pérez [34].

An important result in this direction is due to Neugebauer [32]: he showed that if the pair of weights $(u, v)$ is such that for some $r > 1$ the pair $(u^r, v^r)$ satisfies (1.4), then (1.1) holds for singular integrals. He did not prove this directly; rather, by applying the ideas on factorization of weights due to Rubio de Francia, he showed that there exists $w \in A_p$ such that $c_1 u \leq w \leq c_2 v$ if and only if $(w^r, v^r) \in A_p$ for some $r > 1$. Two-weight inequalities for singular integrals and other operators then follow immediately from the one-weight case.
We can restate Neugebauer’s result as follows. Given a cube $Q$, write
\[ \|u\|_{p,Q} = \left( \frac{1}{|Q|} \int_Q |u(x)|^p \, dx \right)^{1/p} \]
for the normalized $L^p$ norm on $Q$. The $A_p$ condition is then equivalent to
\[ \|u\|_{p,Q} \|v^{-1}\|_{p',Q} \leq C < \infty, \]
and the condition that $(u^*, v^*) \in A_p$ can be rewritten as
\[ \|u\|_{rp,Q} \|v^{-1}\|_{rp',Q} \leq C < \infty. \]
In other words, if we replace the normalized $L^p$ and $L^{p'}$ norms in the $A_p$ condition by larger norms (in the scale of Lebesgue spaces), then we get a sufficient condition for (1.1) to hold for singular integrals and other operators. We refer to these larger norms as “power bumps.”

Pérez [35, 36] first considered the question of whether power bumps could be replaced by other function space norms larger than the $L^p$ norm but smaller than the $L^{p'}$ norm. He showed that for the maximal operator and fractional integrals certain norms in the scale of Orlicz spaces, the so-called “Orlicz bumps”, are sufficient.

To state his results we need several definitions. Given a Young function $B : [0, \infty) \to [0, \infty)$, and a cube $Q$, define the normalized Luxemburg norm on $Q$ by
\[ \|u\|_{B,Q} = \inf \left\{ \lambda > 0 : \frac{1}{|Q|} \int_Q B\left( \frac{|u(x)|}{\lambda} \right) \, dx \leq 1 \right\}. \]
If $B(t) = t^p$, then $\|u\|_{B,Q} = \|u\|_{p,Q}$ and the Luxemburg norm reduces to the $L^p$ norm. When $B(t) = t^p \log(e+t)^a$ we get the norm on the Zygmund spaces $L^p(\log L)^a$. When used to define an $A_p$ type condition, this norm is referred to as a “log bump.”

Given a Young function $B$, let $\tilde{B}$ denote its associate function: the Young function with the property that $t \leq B^{-1}(t)\tilde{B}^{-1}(t) \leq 2t$, $t > 0$. If $B(t) = t^p$, then $\tilde{B}(t) = t^{p'}$; if $B(t) = t^p \log(e+t)^a$, then $\tilde{B}(t) \approx t^{p'} \log(e+t)^{-ap'/p}$.

The following growth condition on Young functions plays an important role in determining suitable Orlicz bumps for generalizing the $A_p$ condition.

**Definition 1.1.** Given $p, 1 < p < \infty$, a Young function $B$ satisfies the $B_p$ condition if for some $c > 0$,
\[ \int_c^\infty \frac{B(t)}{t^p} \, dt < \infty. \]

If $B(t) = t^q$, $1 < q < p$, then it is immediate that $B \in B_p$. More interesting examples are given by the functions
\[ B(t) = \frac{t^p}{\log(e+t)^{1+\delta}}, \quad \delta > 0, \]
\[ B(t) = \frac{t^p}{\log(e+t) \log\log(e^e+t)^{1+\delta}}, \quad \delta > 0. \]
The $B_p$ condition was introduced in [36] where it was used to state and prove sharp two-weight norm inequalities for the Hardy-Littlewood maximal function. If $B$ is a Young function such that $\bar{B} \in B_p$, and the pair of weights $(u, v)$ is such that for every cube $Q$,

$$\|u\|_{p,Q}v^{-1}\|B,Q\| \leq C < \infty,$$

then (1.1) holds for the Hardy-Littlewood maximal function. Furthermore, the $B_p$ condition is necessary: if (1.1) holds and $(u, v)$ satisfy (1.6), then $\bar{B} \in B_p$. Note that unlike in the original result by Neugebauer, there is no bump on the weight $u$.

Via a discretization argument, the same techniques were applied in [34] to prove weighted norm inequalities for the fractional integral operators $I_\alpha$, $0 < \alpha < n$. Let $A$ and $B$ be Young functions such that $\bar{A} \in B_p'$ and $\bar{B} \in B_p$. If $(u, v)$ is a pair of weights such that

$$\ell(Q)^\alpha\|u\|_{A,Q}v^{-1}\|B,Q\| \leq C < \infty,$$

then

$$\int_{\mathbb{R}^n}|u(x)I_\alpha f(x)|^pdx \leq C \int_{\mathbb{R}^n}|v(x)f(x)|^pdx.$$

The condition (1.7) can be viewed as a two-weight version of the Chang-Wilson-Wolff condition [2] for Schrödinger operators which is an improvement of the well-known Fefferman-Phong condition [16]. This result for fractional integrals immediately suggested the following conjecture:

**Conjecture.** If $A$ and $B$ are Young functions such that $\bar{A} \in B_p'$ and $\bar{B} \in B_p$, and if the pair of weights $(u, v)$ is such that for every cube $Q$,

$$\|u\|_{A,Q}v^{-1}\|B,Q\| \leq C < \infty,$$

then (1.1) holds for Calderón-Zygmund singular integrals.

An important special case of this conjecture is when $A$ and $B$ are log bumps:

$$A(t) = t^p \log(e + t)^{p-1+\delta}, \quad B(t) = t^{p'} \log(e + t)^{p'-1+\delta}, \quad \delta > 0.$$

Our conjecture is closely connected to an old conjecture of Muckenhoupt and Wheeden [29]: if the pair $(u, v)$ is such that the maximal operator $M$ satisfies

$$M : L^p(v^p) \to L^p(u^p) \quad \text{and} \quad M : L^{p'}(u^{-p'}) \to L^{p'}(v^{-p'}),$$

then the Hilbert transform is bounded from $L^p(v^p)$ to $L^p(u^p)$. By the results in [36] described above, (1.8) is sufficient for both inequalities in (1.9) to hold, so our conjecture is a special case of theirs.

Our conjecture is known to be true in a number of special cases. When $A$ and $B$ are power bumps—i.e., $A(t) = t^p$ and $B(t) = t^{p'}$, $r > 1$—then our conjecture reduces to the theorem of Neugebauer stated above. His result was improved in [11], where it was shown that it is sufficient to take $A$ a power bump and $B$ such that $\bar{B} \in B_p$. In [7] it was shown that if $A$ is a large Orlicz bump, e.g., if

$$A(t) \approx t^p \exp[\log(e + t^p)^r], \quad 0 < r < 1,$$
then the conjecture is true. However, it was also shown in this paper that such functions represent the best that can be gotten using the techniques in [11]; they cannot be used to prove the full conjecture or even the case when $A$ is a log bump.

A related but weaker version of our conjecture was proved by Treil, Volberg and Zheng [48] for the periodic Hilbert transform (i.e., the conjugate function) on the unit circle. For $z \in \mathbb{D}$, let $\phi_z$ be the Möbius transform in the closed unit disk,

$$\phi_z(w) = \frac{z - w}{1 - \overline{z}w}, \quad w \in \overline{\mathbb{D}}.$$  

If $A$ and $B$ are Young functions such that $\overline{A} \in \mathcal{B} p^\prime$ and $\overline{B} \in \mathcal{B} p$, and if $(u, v)$ is a pair of weights such that

$$(1.10) \quad \sup_{z \in \mathbb{D}} \|u \circ \phi_z\|_{A, \partial \mathbb{D}} \|v^{-1} \circ \phi_z\|_{B, \partial \mathbb{D}} < \infty,$$

then the periodic Hilbert transform is bounded from $L^p(v^p, \partial \mathbb{D})$ to $L^p(u^p, \partial \mathbb{D})$.

Another result closely related to our conjecture was proved in [9]. There it was shown that if $A$ is the log bump $A(t) = t^p \log(e + t)^{p-1+\delta}$ and if the pair of weights $(u, v)$ is such that for every cube $Q$,

$$(1.11) \quad \|u\|_{A,Q} \|v^{-1}\|_{p^\prime,Q} \leq C < \infty,$$

then Calderón-Zygmund singular integrals satisfy the weak $(p, p)$ inequality

$$(1.12) \quad u^p(\{x \in \mathbb{R}: |T f(x)| > t\}) \leq \frac{C}{t^p} \int_{\mathbb{R}} |v(x) f(x)|^p \, dx.$$

Note that condition (1.11) is a special case of (1.6), and it is natural to conjecture that (1.12) holds if $A$ such that $\overline{A} \in \mathcal{B} p^\prime$. This is a special case of another conjecture due to Muckenhoupt and Wheeden [29]: if the maximal operator satisfies $M : L^p(u^{-p}) \rightarrow L^p(v^{-p})$, then the Hilbert transform satisfies (1.12).

### 1.2. Results for singular integrals.

Our main results improve all previous work by allowing us to take $A$ to be a log bump. Our first theorem is a sharp inequality for the Hilbert transform.

**Theorem 1.2.** Given $p$, $1 < p < \infty$, suppose the pair of weights $(u, v)$ satisfies

$$(1.13) \quad \|u\|_{A,Q} \|v^{-1}\|_{B,Q} \leq C < \infty,$$

where $A(t) = t^p \log(e + t)^{p-1+\delta}$, $\delta > 0$, and $B \in \mathcal{B} p$. Then

$$(1.14) \quad \int_{\mathbb{R}} |u(x) H f(x)|^p \, dx \leq C \int_{\mathbb{R}} |v(x) f(x)|^p \, dx.$$

Further, this inequality is sharp since it does not hold in general if we take $\delta = 0$ in the definition of $A$.

A counter-example showing that (1.14) need not hold if $\delta = 0$ when $p = 2$ is given in [9]. The example there is a pair of weights for which (1.2) does not hold: $(U, M_{\Phi} U)$, where $\Phi(t) = t \log(e + t)$, and $M_{\Phi}$ is the Orlicz maximal operator

$$(1.15) \quad M_{\Phi} f(x) = \sup_{Q \ni x} \|f\|_{\Phi, Q}.$$
(See Lemma 2.8 below.) By a change of variables in the definition of the Luxemburg norm it is easy to see that the pair of weights \( u = U^{1/2}, v = (M_\Phi U)^{1/2} \) satisfies (1.13) with \( A(t) = t^2 \log(e + t) \).

Theorem 1.2 is a special case of a more general result which holds on \( \mathbb{R}^n \), provided \( p > n \). Recall that a Calderón-Zygmund singular integral \( T \) is a singular convolution operator,

\[
Tf(x) = \text{p.v.} \int_{\mathbb{R}^n} K(x - y) f(y) \, dy,
\]

where the kernel \( K \) is continuously differentiable on \( \mathbb{R}^n \setminus \{0\} \), has zero average on the unit sphere, and for all \( x \neq 0 \),

\[
|K(x)| \leq \frac{C}{|x|^n} \quad \text{and} \quad |\nabla K(x)| \leq \frac{C}{|x|^{n+1}}.
\]

More generally, we may assume that \( T \) is a Calderón-Zygmund operator. For a precise definition see Duoandikoetxea [13].

**Theorem 1.3.** Let \( T \) be a Calderón-Zygmund singular integral. Fix \( p, n < p < \infty \). Suppose \( (u, v) \) is a pair of weights such that for all cubes \( Q \),

\[
\|u\|_{A,Q} \|v^{-1}\|_{B,Q} \leq C < \infty,
\]

where \( A(t) = t^p \log(e + t)^{p-1+\delta} \), \( \delta > 0 \), and \( B \in B_p \). Then \( T \) satisfies the strong \((p,p)\) inequality

\[
\int_{\mathbb{R}^n} |u(x) T f(x)|^p \, dx \leq C \int_{\mathbb{R}^n} |v(x) f(x)|^p \, dx.
\]

Further, this result is sharp in the sense that there exists a family of pairs of weights \((u,v)\) such that (1.16) holds with \( \delta = 0 \), but (1.17) does not hold for all of the Riesz transforms.

The sharpness of Theorem 1.3 comes from a necessary condition proved in [34]. Translated to our setting (the results there are stated in terms of inequality (1.2)), it shows that if the pairs of weights \((u, M_A u)\) (which clearly satisfy (1.16)) are such that (1.17) holds for all \( n \) of the Riesz transforms, then \( \delta > 0 \). By contraposition, if \( \delta = 0 \) then (1.17) must fail for at least one of the Riesz transforms.

The restriction that \( p > n \) in Theorem 1.3 seems unnatural, but despite repeated efforts we cannot eliminate it. If \( n \geq 2 \), then by duality we have that (1.17) holds for \( 1 < p < n' \) or \( p > n \) if \( A \) and \( B \) are both log bumps: \( A(t) = t^p \log(e + t)^{p-1+\delta} \) and \( B(t) = t^{p'} \log(e + t)^{p'-1+\delta} \), \( \delta > 0 \). However, this still leaves the gap \( n' \leq p \leq n \).

Our next result shows that we can fill this gap if we replace \( A \) by a larger log bump.

**Theorem 1.4.** Let \( T \) be a Calderón-Zygmund singular integral. Given \( p, 1 < p < \infty \), suppose \((u,v)\) is a pair of weights such that for all cubes \( Q \),

\[
\|u\|_{A,Q} \|v^{-1}\|_{B,Q} \leq C < \infty,
\]
where \( A(t) = t^p \log(e + t)^{2p-1+\delta}, \delta > 0, \) and \( \bar{B} \in B_p. \) Then \( T \) satisfies the strong (\( p,p \)) inequality
\[
\int_{\mathbb{R}^n} |u(x) T f(x)|^p \, dx \leq C \int_{\mathbb{R}^n} |v(x) f(x)|^p \, dx.
\]  

The proofs of both Theorems 1.3 and 1.4 involve careful discretization arguments using the properties of Calderón-Zygmund cubes. They are very similar in spirit, though not in detail, to the discretization argument used to prove two-weight norm inequalities for fractional integrals in [35]. The problem with this approach is that there does not exist as good a technique for discretizing singular integrals as exists for fractional integrals. Consequently, we need to argue more obliquely using the sharp maximal operator (explicitly in the proof of Theorem 1.4 and in essence in the proof of Theorem 1.3). This leads directly to the technical obstacles which prevent us from proving the full conjecture we described above.

In particular, in both proofs we use the following property of log bumps: given \( A(t) = t^p \log(e + t)^{p-1+\delta}, \delta > 0, \) then \( \bar{A} \in B'_p \) and there exists \( q, 0 < q < 1, \) such that \( C(t) = A(t^{1/q}) \), then \( \bar{C} \in B_{(p/q)'} \). This property does not hold for arbitrary Young functions: a counter-example is given by \( A(t) = t^p \log(e + t)^{p-1+\log \log(e + t)} \). Details are left to the reader.

Key to the proof of Theorem 1.4 is the pointwise inequality [1]:
\[
M^#(T f)(x) = M^#(\|T f\|^{q})(x)^{1/q} \leq CM f(x),
\]
for some \( 0 < q < 1, \) where \( M^# \) is the sharp maximal operator of Fefferman-Stein. Vector-valued singular integrals satisfy essentially the same inequality [38]: if \( 0 < q < 1 \) and \( 1 < r < \infty \) there exists a constant such that
\[
M^#_q(\|\{T f_j\}\|_{\ell^r})(x) \leq C M(\|\{f_j\}\|_{\ell^r})(x).
\]
Therefore, as a corollary to the proof of Theorem 1.4 we get two-weight estimates for vector-valued singular integrals. On the other hand, it is not difficult to observe that the proof of Theorem 1.3 can be carried out for vector-valued singular integrals and thus we get better conditions on \((u,v)\) in the range \( n < p < \infty \). Details are left to the reader.

**Corollary 1.5.** Let \( T \) be a Calderón-Zygmund singular integral. Given \( p, r \) with \( 1 < p, r < \infty, \) suppose \((u,v)\) satisfy (1.18). Then
\[
\|\left( \sum_j |u T f_j|^r \right)^{\frac{1}{r}}\|_{L^p(\mathbb{R}^n)} \leq C \left\| \left( \sum_j |v f_j|^r \right)^{\frac{1}{r}} \right\|_{L^p(\mathbb{R}^n)}.
\]
Moreover, the same estimate holds if \( 1 < r < \infty, p > n \) and \((u,v)\) satisfy (1.16).

**Remark 1.6.** Other operators, including some pseudo-differential operators and square functions, satisfy inequality (1.20), and so similar weighted norm inequalities hold for them. For examples see [1] and [11].
1.3. Results for other operators. The proofs of Theorems 1.3 and 1.4 can be adapted to give results for other operators. Here we consider two: the dyadic square function and commutators of singular integrals.

**Dyadic square functions.** We first consider the dyadic square function. Let $\Delta$ denote the set of dyadic cubes in $\mathbb{R}^n$, and for each $m \in \mathbb{Z}$, let $\Delta_m = \{Q \in \Delta : \ell(Q) = 2^m\}$. For each $Q \in \Delta$, let $\hat{Q}$ denote the dyadic parent of $Q$: if $Q \in \Delta_m$, the unique cube $\hat{Q} \in \Delta_{m+1}$ such that $Q \subset \hat{Q}$. Given a function $f$, let $f_Q = |Q|^{-1} \int_Q f(x)$ dx. For each $f$, the dyadic square function, $S_df$, is defined by

$$S_df(x) = \left( \sum_{Q \in \Delta} |f_Q - f|_Q^2 \chi_Q(x) \right)^{1/2}.$$

**Theorem 1.7.** Given $p$, $1 < p < \infty$, suppose $(u, v)$ is a pair of weights such that for all dyadic cubes $Q$,

$$\|u\|_{A,Q}\|v^{-1}\|_{B,Q} \leq C < \infty,$$

where $A(t) = t^p \log(e + t)^{p-1+\delta}$, $\delta > 0$, and $B \in B_p$. Then the dyadic square function satisfies the strong $(p, p)$ inequality

$$\int_{\mathbb{R}^n} (u(x) S_df(x))^p \, dx \leq C \int_{\mathbb{R}^n} |v(x)f(x)|^p \, dx.$$

The proof of Theorem 1.7 is nearly identical to that of Theorem 1.3; the difference is that the square function is sufficiently localized that we can eliminate the restriction on $p$. Given the close connection between square functions and singular integrals, we take this result as evidence that the restriction on $p$ in Theorem 1.3 is not necessary.

Theorem 1.7 is related to two-weight norm inequalities for the dyadic square function due to Uchiyama [49] and Cruz-Uribe and Pérez [10]. They showed that for any weight $u$,

$$\int_{\mathbb{R}^n} S_df(x)^p u(x) \, dx \leq C \int_{\mathbb{R}^n} |f(x)|^p M_1 u(x) \, dx, \quad 1 < p \leq 2,$n

$$\int_{\mathbb{R}^n} S_df(x)^p u(x) \, dx \leq C \int_{\mathbb{R}^n} |f(x)|^p M_2 u(x) \, dx, \quad 2 < p < \infty,$$

where $C(t) = t \log(e + t)^{p/2 - 1+\delta}$, $\delta > 0$, and $M_C$ is the Orlicz maximal operator (1.15). Similar but weaker inequalities follow from Theorem 1.7: it is straightforward to see that weights of the form $(u^{1/p}, (M_D u)^{1/p})$, where $D(t) = t \log(e + t)^{p-1+\delta}$, $\delta > 0$, satisfy (1.21). On the other hand, one can also find pairs of weights which satisfy (1.21) which cannot be written in this form. It is tempting to speculate that Theorem 1.7 can be improved to include all of these results as special cases.

1.3.1. Commutators. The second class of operators we consider are commutators of singular integrals. Given a Calderón-Zygmund singular integral $T$ and $b \in BMO$, define the first order commutator, $[b, T]$, by

$$[b, T]f(x) = b(x)Tf(x) - T(bf)(x).$$
These operators are more singular than the associated singular integrals, and so a larger log bump is required on both weights.

**Theorem 1.8.** Let $T$ be a Calderón-Zygmund singular integral and let $b \in BMO$. Given $p$, $1 < p < \infty$, suppose that for all cubes $Q$ the pair of weights $(u, v)$ satisfies
\[ \|u\|_{A,Q} \|v^{-1}\|_{B,Q} \leq C < \infty, \]
where $A(t) = t^p \log(e + t)^3p^{-1+\delta}$, and $B(t) = t^{p'} \log(e + t)^{2p'-1+\delta}$, $\delta > 0$. Then
\[ \int_{\mathbb{R}^n} |u(x)[b,T]f(x)|^p \, dx \leq C \int_{\mathbb{R}^n} |v(x)f(x)|^p \, dx. \]

Theorem 1.8 improves a result in [11], where the same inequality was proved assuming that $A$ is a power bump: $A(t) = t^p$, $r > 1$.

**Remark 1.9.** An analogous result holds for higher order commutators $T^k_b$, with $k \geq 2$. (For $k = 1$, $T^1_b = [b, T]$.) These are defined inductively by $T^k_b = [b, T_{k-1}^b]$. In this case the condition imposed on the pair of weights $(u, v)$ is (1.23) with $A(t) = t^p \log(e + t)^{(k+2)p-1+\delta}$ and $B(t) = t^{p'} \log(e + t)^{(k+1)p'-1+\delta}$, $\delta > 0$. The proof is essentially the same and some details are given in Remark 5.7 below.

**Remark 1.10.** We conjecture that Theorem 1.8 can be improved by taking $A(t) = t^p \log(e + t)^{2p-1+\delta}$—the commutator should require one more log term on each weight than the associated singular integral.

1.4. **Application to the Sarason conjecture.** Theorem 1.2 has an application to an open problem in operator theory on the unit disk. This problem was first posed by Sarason (see Khavin and Nikol’skii [23]) and is referred to as the Sarason conjecture. To state it we recall some basic facts about operator theory on the unit circle. (For complete information, see Koosis [24].)

Given a function $f \in L^1(\partial \mathbb{D})$, we define the periodic Hilbert transform of $f$, also known as the conjugate function of $f$, by
\[ \hat{f}(e^{i\theta}) = \hat{H}f(e^{i\theta}) = \frac{1}{\pi} \int_0^{\pi} \frac{f(e^{i(\theta - t)}) - f(e^{i(\theta + t)})}{2 \tan(t/2)} \, dt. \]

The periodic Hilbert transform is a Calderón-Zygmund singular integral and so is a bounded operator on $L^2(\partial \mathbb{D})$. Define the Riesz projection operator $P$ by
\[ Pf(e^{i\theta}) = \frac{f(e^{i\theta}) + \hat{H}f(e^{i\theta}) + \hat{f}(0)}{2}. \]

Then $P$ is also bounded on $L^2(\partial \mathbb{D})$, and in fact is the orthogonal projection from $L^2(\partial \mathbb{D})$ to the Hardy space $H^2(\partial \mathbb{D})$, the closure of the analytic polynomials in $L^2(\partial \mathbb{D})$.

Given a function $h \in L^2(\partial \mathbb{D})$, define the Toeplitz operator with symbol $h$ by
\[ T_h f(e^{i\theta}) = P(hf)(e^{i\theta}). \]

The Toeplitz operator $T_h$ is densely defined on $H^2(\partial \mathbb{D})$ and is a bounded operator on $H^2(\partial \mathbb{D})$ if and only if $h \in L^\infty(\partial \mathbb{D})$. Toeplitz operators have been intensively studied and appear in many problems in operator theory.
The composition of unbounded Toeplitz operators arises in the application of de Brange spaces to the study of the exposed points of $H^1(\partial \mathbb{D})$. An exposed point of $H^1$ is a point on the unit ball such that there exists a real linear functional which attains its maximum on the unit ball at that point and nowhere else. In [42], Sarason conjectured a deep characterization of the exposed points of $H^1$ in terms of de Brange spaces. In [43] he proved part of this conjecture; central to his proof was showing that certain explicit examples of unbounded Toeplitz operators had a product that was a bounded operator on $H^2(\partial \mathbb{D})$. Based on these examples, he made the following conjecture [23, p. 318]: if $f$ and $g$ are outer functions in $H^2(\partial \mathbb{D})$, then the product $T_fT_{\bar{g}}$ is a bounded operator on $H^2(\partial \mathbb{D})$ if and only if

$$\sup_{z \in \mathbb{D}} P_z(|f|^2)P_z(|g|^2) < \infty,$$

where, if $z = re^{i\theta}$, $P_z(\cdot)$ denotes convolution with the Poisson kernel

$$P_z(\theta) = \frac{1 - r^2}{|1 - re^{i\theta}|^2}.$$

Sarason also pointed out that (1.25) is very similar to the two-weight $A_2$ condition.

Initially it was widely believed that the Sarason conjecture was true. Treil (see [23]) showed that (1.25) is a necessary condition for $T_fT_{\bar{g}}$ to be a bounded operator on $H^2(\partial \mathbb{D})$. It was shown in [6] that (1.25) is necessary and sufficient for $T_fT_{\bar{g}}$ to be bounded and invertible provided that $fg$ and $(fg)^{-1}$ are bounded functions. Zheng [55] showed that if for some $\epsilon > 0$,

$$\sup_{z \in \mathbb{D}} P_z(|f|^{2+\epsilon})P_z(|g|^{2+\epsilon}) < \infty,$$

then $T_fT_{\bar{g}}$ is a bounded operator.

However, Nazarov [31] constructed a delicate counter-example which showed that the Sarason conjecture, as stated, is false. As was the case for two-weight norm inequalities, attention then shifted to finding sufficient conditions for $T_fT_{\bar{g}}$ to be bounded which resemble (1.25) and (1.26). This question is still referred to (loosely) as the Sarason conjecture.

There is a close connection between the Sarason conjecture and two-weight norm inequalities. This connection is best shown by the following diagram, which first appeared in [6]:

$$\begin{align*}
H^2 & \xrightarrow{T_fT_{\bar{g}}} H^2 \\
M_{\bar{g}} \downarrow & \quad T_f = M_f \\
L^2(|g|^{-2}) & \xrightarrow{P} H^2(|f|^2)
\end{align*}$$
Here $M_{\tilde{g}}$ denotes multiplication by $\tilde{g}$, $M_f$ multiplication by $f$, and $H^2(|f|^2)$ is the closure in $L^2(\partial \mathbb{D})$ of the set of functions $p_0 f$, where $p_0$ is an analytic polynomial. Since $f$ is analytic, it is clear that on $H^2(|f|^2)$, $T_f = M_f$ and it is an isometry onto $H^2(\partial \mathbb{D})$. Similarly, $M_{\tilde{g}}$ is a bounded map from $H^2$ into $L^2(|g|^{-2})$. Hence, a sufficient condition for $T_f T_{\tilde{g}}$ to be bounded is for $P$ to be bounded, or equivalently, for the periodic Hilbert transform to be a bounded operator from $L^2(|g|^{-2})$ to $L^2(|f|^2)$.

Furthermore, the converse is true. To see this, replace $H^2$ by $L^2$ in the diagram. then $M_{\tilde{g}}$ becomes an isometry on the lefthand side, so $T_f T_{\tilde{g}}$ is bounded on this larger domain if and only if $P$ is bounded. However, $L^2 = H^2 \oplus \overline{H^2}$, and since $\tilde{g}$ is co-analytic, $\overline{H^2}$ is in the kernel of the projection operator. Thus, $H^2$ is in the kernel of $T_f T_{\tilde{g}}$, and so $T_f T_{\tilde{g}}$ is bounded on $L^2$ exactly when it is bounded on $H^2$.

Viewed from this perspective, Zheng’s result becomes an immediate consequence of the theorem of Neugebauer discussed above. By this theorem (adapted to the unit circle), the periodic Hilbert transform is bounded from $L^2(|g|^{-2})$ to $L^2(|f|^2)$ if for some $\epsilon > 0$ there is a finite constant $C$ such that for every arc $I \subset \partial \mathbb{D}$,

$$\left(\frac{1}{|I|} \int_I |f(e^{i\theta})|^{2+\epsilon} \, d\theta \right) \left(\frac{1}{|I|} \int_I |g(e^{i\theta})|^{2+\epsilon} \, d\theta \right) \leq C.$$  

If we let $I_z = (-|z|, |z|)$, then $P_z(\theta) \geq c \chi_{I_z}/|I_z|$, so we have that (1.26) implies (1.27).

Similarly, Treil, Volberg and Zheng [48] applied condition (1.10) discussed above to show that $T_f T_{\tilde{g}}$ is bounded if

$$\sup_{z \in \mathbb{D}} \|f| \circ \phi_z\|_{A, \partial \mathbb{D}} \|g| \circ \phi_z\|_{B, \partial \mathbb{D}} < \infty,$$

where $A$ and $B$ are Young functions such that $\tilde{A}, \tilde{B} \in B_2$.

As a consequence of Theorem 1.2 (whose proof immediately extends to the unit circle) we can improve these results and give a new solution to the Sarason conjecture.

**Theorem 1.11.** Let $f, g$ be outer functions in $H^2(\partial \mathbb{D})$. If for every arc $I \subset \partial \mathbb{D}$,

$$\|f\|_{A,I} \|g\|_{B,I} \leq C < \infty,$$

where $A(t) = B(t) = t^2 \log(e + t)^{1+\delta}$, $\delta > 0$ (or more generally, $\tilde{B} \in B_2$), then $T_f T_{\tilde{g}}$ is a bounded operator on $H^2(\partial \mathbb{D})$. Furthermore, this result is sharp in the sense that it does not hold in general when $\delta = 0$.

The counter-example when $\delta = 0$ is actually for the boundedness of the periodic Hilbert transform from $L^2(|g|^{-2})$ to $L^2(|f|^2)$, which, as we noted above, is equivalent to the boundedness of $T_f T_{\tilde{g}}$. It is a modification of the counter-example for Theorem 1.2 from [9]. The example there has its bad behavior at infinity; it can be converted to an example on the interval $[-\pi, \pi]$ (equivalently, on the unit circle) by making the change of variables $x \mapsto 1/x$. The details are straightforward and are left to the reader.

**Remark 1.12.** While the original Sarason conjecture is cast in terms of complex analysis, Theorem 1.11 is strictly a real-variable result. This is not unreasonable: since $f$ and $g$ are outer functions, they are determined by their boundary values on the
unit circle, so complex analysis does not necessarily come into play. Nevertheless, the necessary condition (1.25) is strictly stronger than the two-weight $A_2$ condition (they are equivalent if $u, v^{-1}$ are doubling), and the connection between (1.28) and (1.25) remains unclear. We suspect that it is related to the equally mysterious connection between the Muckenhoupt $A_2$ condition and the Helson-Szegő condition. (See [19, 18] for more information.)

Remark 1.13. Xia [53], using a combination of real and complex analytic techniques, found another sufficient condition similar to (1.25). It is not directly comparable to Theorem 1.11 but appears to include many of the same pairs $f$ and $g$.

1.4.1. A Bergman space conjecture. In [23] Sarason also asked the analogous question for the product of Toeplitz operators $T_f T_g$ on the Bergman space $L_a^2(\mathbb{D})$, the space of analytic functions on $\mathbb{D}$ that are square integrable with respect to area measure. (The Hardy space $H^2(\partial \mathbb{D})$ is a proper subspace of the Bergman space. For more information on the Bergman spaces, see [14].) On the Bergman space, the Toeplitz operator $T_h$ is defined exactly as on the Hardy space, but with the Riesz projection operator $P$ replaced by $P_a$, the Bergman projection from $L^2(\mathbb{D})$ to $L_a^2(\mathbb{D})$.

Stroethoff and Zheng [46] showed that a necessary condition for $T_f T_g$, $f, g \in L_a^2(\mathbb{D})$, to be bounded on $L_a^2(\mathbb{D})$ is

$$\sup_{z \in \mathbb{D}} B_z(|f|^2) B_z(|g|^2) < \infty,$$

where $B_z(\cdot)$ denotes the Berezin transform,

$$B_z f(\omega) = \int_{\mathbb{D}} f(z) |k_\omega(z)|^2 \, dA(z), \quad k_\omega(z) = \frac{1 - |\omega|^2}{(1 - \bar{\omega}z)^2}.$$

This is the natural analog of (1.25) since the Berezin transform plays a role in Bergman spaces similar to that of convolution with the Poisson kernel in Hardy spaces.

Stroethoff and Zheng further proved that the analog of (1.27),

$$\sup_{z \in \mathbb{D}} B_z(|f|^{2+\epsilon}) B_z(|g|^{2+\epsilon}) < \infty,$$

is a sufficient condition for $T_f T_g$ to be bounded on $L_a^2(\mathbb{D})$.

The factorization diagram given above adapts immediately to the Bergman space case, so to prove a sufficient condition for $T_f T_g$ to be bounded it suffices to prove a weighted norm inequality for the Bergman projection. This reduces to a real-variable problem since $P_a = I - TT^*$, where $T$ is a two-dimensional Calderón-Zygmund singular integral. (See [50] and [54].) Therefore, we conjecture that the techniques used to prove Theorem 1.4, which, as we noted above, adapt to a variety of other operators, can be adapted to prove some version of Theorem 1.11 in the setting of Bergman spaces. A key tool for proving such a result—a Calderón-Zygmund decomposition adapted to the disk—has already been developed by Stroethoff and Zheng [47].
1.5. **Organization.** The remainder of this paper is organized as follows. In Section 2 we gather a number of preliminary results which are needed in subsequent sections. In Section 3 we prove Theorems 1.2, 1.3 and 1.7. In Section 4, we prove Theorems 1.4 and 1.8.

Throughout this paper all notation will be standard or defined as needed. All cubes are assumed to have their sides parallel to the coordinate axes. Given a cube $Q$ and $r > 0$, $rQ$ will denote the cube with the same center as $Q$ and whose sides are $r$ times as long. Given $1 < p < \infty$, $p' = p/(p - 1)$ will denote the conjugate exponent of $p$. $C$ will denote a positive constant whose value may change at each appearance. By weights we will always mean non-negative, measurable functions which are positive on a set of positive measure. Given a Lebesgue measurable set $E$ and a weight $w$, $|E|$ will denote the Lebesgue measure of $E$ and $w(E) = \int_E w \, dx$.

In the theorems stated above we assumed that the weights satisfied conditions such as (1.8) with $A$ and $B$ being certain Young functions. Such conditions always imply that $u, v^{-1} \in L^1_{\text{loc}}(\mathbb{R}^n)$, and we will make use of this without further comment. We do not, however, assume that $v$ is locally integrable. This is important for our results on the Sarason conjecture, since there are simple examples of outer functions $g$ such that $|g|^{-1}$ is not in $L^1$, and $|g|^{-1}$ corresponds to the weight $v$. In Section 2 below we will indicate how we can reduce to the special case of weights that are bounded functions.

## 2. Some preliminary Lemmas

### 2.1. The Calderón-Zygmund decomposition.

**Definition 2.1.** Given a non-negative function $f \in L^1(\mathbb{R}^n)$ (e.g., $f \in L^\infty_c(\mathbb{R}^n)$) and $\lambda > 0$, define the Calderón-Zygmund (CZ) cubes of $f$ at height $\lambda$ to be the maximal disjoint dyadic subcubes of the set

$$\Omega_\lambda = \{x \in \mathbb{R}^n : M_d f(x) > \lambda\}.$$

**Lemma 2.2.** Given $\lambda > 0$ and $f \in L^1(\mathbb{R}^n)$ non-negative, let $\{Q_j\}$ be the set of CZ cubes of $f$ at height $\lambda$. Then for all $j$,

$$\lambda < \frac{1}{|Q_j|} \int_{Q_j} f(x) \, dx \leq 2^n \lambda,$$

and for $x \in \mathbb{R}^n \setminus \Omega_\lambda$, $f(x) \leq \lambda$. Further, for all $x \in Q_j$,

$$M_d f(x) = M_d(f \chi_{Q_j})(x).$$

Inequality (2.1) follows immediately from the definition. Inequality (2.2) is an observation due to Journé [21] and follows from the maximality of $Q_j$: if $Q$ is any dyadic cube containing $Q_j$, then

$$\frac{1}{|Q|} \int_Q f(x) \, dx \leq \lambda < M_d f(x)$$

and hence (2.2) must hold.
Lemma 2.3. Let \( f \in L^1(\mathbb{R}^n) \). Fix \( a > 2^n \) and for \( k \in \mathbb{Z} \), let \( \{Q_k^j\} \) be the CZ cubes of \( f \) at height \( a^k \). Then there exist sets \( \{\tilde{Q}_k^j\} \), \( \tilde{Q}_k^j \subset Q_k^j \), which are pairwise disjoint for all \( j \) and \( k \), and such that \( |Q_k^j| \leq \alpha |\tilde{Q}_k^j| \) with \( \alpha > 1 \) depending only on \( a \) and \( n \).

For a proof, see [35].

Lemma 2.4. Let \( f \in L^1(\mathbb{R}^n) \) and fix \( \lambda > 0 \). Let \( \{Q_j\} \) be the set of CZ cubes of \( f \) at height \( \lambda/4^n \). Then

\[
\{x \in \mathbb{R}^n : Mf(x) > \lambda\} \subset \bigcup_j 3Q_j.
\]

A proof can be found in Duoandikoetxea [13, Lemma 2.12] for the centered maximal operator; the same argument works for the uncentered maximal operator.

2.2. The sharp maximal operator. Let \( M^\# \) denote the sharp maximal operator of Fefferman-Stein and for \( 0 < q < 1 \) define \( M_q^\# f(x) = M^\#(|f|^q)(x)^{\frac{1}{q}} \). In the next two lemmas, \( T \) denotes a Calderón-Zygmund singular integral operator.

Lemma 2.5. Given \( q, 0 < q < 1 \), there exists \( C \) such that for any \( f \in L^\infty_c(\mathbb{R}^n) \),

\[
M_q^\#(Tf)(x) \leq C Mf(x) \quad \text{and} \quad M_q^\#(Mf)(x) \leq C M^\# f(x).
\]

The first estimate can be found in [1] an the second in [8].

Lemma 2.6. Let \( f \geq 0 \) be such that its level sets \( \{x : f(x) > \lambda\} \) have finite measure for all \( \lambda > 0 \) (e.g., \( f \in L^\infty_c \)). Then for all weights \( w \),

\[
\int_{\mathbb{R}^n} f(x) w(x) \, dx \leq C \int_{\mathbb{R}^n} M^\# f(x) Mw(x) \, dx.
\]

As a consequence, for each \( q, 0 < q < 1 \),

\[
\int_{\mathbb{R}^n} Mf(x)^q w(x) \, dx \leq C \int_{\mathbb{R}^n} M^\# f(x)^q Mw(x) \, dx,
\]

and

\[
\int_{\mathbb{R}^n} |Tf(x)|^q w(x) \, dx \leq C \int_{\mathbb{R}^n} Mf(x)^q Mw(x) \, dx.
\]

The first estimate is due to Lerner [26]. The other two follow from it combined with Lemma 2.5.

2.3. Orlicz spaces. For more information on Orlicz spaces, see Rao and Ren [41].

Lemma 2.7. If \( A, B \) and \( C \) are Young functions such that \( A^{-1}(t) B^{-1}(t) \leq C^{-1}(t) \), then for all functions \( f \) and \( g \) and any cube \( Q \),

\[
\|fg\|_{C,Q} \leq 2 \|f\|_{A,Q} \|g\|_{B,Q}.
\]

In particular, given any Young function \( A \),

\[
\frac{1}{|Q|} \int_Q |f(x)g(x)| \, dx \leq 2 \|f\|_{A,Q} \|g\|_{A,Q}.
\]
Inequality (2.5) is due to Weiss [51]; (2.4) is due to O’Neil [33].

Given a Young function $B$, recall that we define the Orlicz maximal operator associated with $B$ by

$$M_B f(x) = \sup_{Q \ni x} \|f\|_{B,Q}.$$ 

We have the following result taken from [36] that characterizes the boundedness of these maximal functions on $L^p(\mathbb{R}^n)$. This will play an important role in the proofs of our main results.

**Lemma 2.8.** Given $p$, $1 < p < \infty$, and a Young function $B$, then

$$M_B : L^p(\mathbb{R}^n) \to L^p(\mathbb{R}^n) \text{ if and only if } B \in B_p.$$ 

2.4. **Reduction to bounded weights and bounded functions of compact support.** To insure that the integrals which appear in our estimates are finite, we need to assume that the functions involved are bounded. First note that we can assume without loss of generality that both $u, v \in L^\infty(\mathbb{R}^n)$. Given Young functions $A, B$, assume the pair of weights $(u, v)$ satisfies condition (1.8) with constant $C_0$. For $N > 0$ set $u_N = \min\{u, N\}$, $v_N = \min\{v, N\}$. Then the pair $(u_N, v_N)$ satisfies the same estimate with constant at most $C_0 + 1$:

$$\|u_N\|_{A,Q}^p N^{-1} \leq \|u\|_{A,Q}^p v^{-1} + \|N\|_{A,Q} N^{-1} \leq C_0 + 1.$$ 

Therefore, we can work with the weights $u_N, v_N \in L^\infty(\mathbb{R}^n)$ and get estimates for them. We can then let $N \to \infty$ and apply the monotone convergence theorem to get the desired result for the pair of weights $(u, v)$.

Finally, by standard density arguments we will also be able to assume without loss of generality that $f \in L^\infty_c(\mathbb{R}^n)$.

3. **Proof of Theorems 1.3 and 1.7**

The heart of this section is the proof of Theorem 1.3. Theorem 1.2 is just a special case of this result (the case $n = 1$) so there is nothing to prove. The proof of Theorem 1.7 is very similar to that of Theorem 1.3, and at the end of this section we will describe the necessary changes.

3.1. **Proof of Theorem 1.3.** Fix $p$, $1 < p < \infty$, the pair of weights $(u, v)$ and $f$. As discussed above, we may assume without loss of generality that $u, v \in L^\infty(\mathbb{R}^n)$ and $f \in L^\infty_c(\mathbb{R}^n)$. Fix $q$, $0 < q < 1$, such that if $r = p/q$, then there exists $\epsilon > 0$ so that $p - 1 + \delta = r - 1 + \epsilon$. Then by duality,

$$\left(\int_{\mathbb{R}^n} |u(x) T f(x)|^p \, dx\right)^{q/p} = \sup_{\int_{\mathbb{R}^n} |u(x) T f(x)|^q h(x) \, dx},$$

where the supremum is taken over all non-negative functions $h \in L^\infty_c(\mathbb{R}^n)$ such that $\|h\|_{L^q(\mathbb{R}^n)} = 1$. Fix such a function $h$. We will bound the integral on the righthand side with a constant independent of $h$. 

...
Let \( w = u^a h \); then \( w \in L^\infty_c \) since \( h \in L^\infty(\mathbb{R}^n) \) and \( u \in L^\infty(\mathbb{R}^n) \). We will now form a kind of atomic decomposition of \( w \) that is due to Lerner [26] and lies at the heart of his proof of Lemma 2.6. Fix \( a > 2^n \) and \( m > 0 \) such that \( \|w\|_{L^\infty} \leq a^m \). For each \( k \leq m \), let \( \{Q^k_j\} \) be the Calderón-Zygmund cubes of \( w \) at height \( a^k \) (Lemma 2.2). Let \( w_{Q^k_j} = |Q^k_j|^{-1} \int_{Q^k_j} w(x) \, dx \), and for each \( k \) define the functions

\[
 b_k(x) = \sum_j (w(x) - w_{Q^k_j}) \chi_{Q^k_j}(x), \quad g_k(x) = w(x) - b_k(x) = \begin{cases} w_{Q^k_j}, & x \in Q^k_j \\ w(x), & x \in \mathbb{R}^n \setminus \Omega_{a^k}. \end{cases}
\]

Again by Lemma 2.2, for all \( k \) we have \( g_k(x) \leq 2^n a^k \) and \( \|g_k\|_1 = \|w\|_1 \).

Since the set \( \Omega_{a^m} \) is empty, \( b_m = 0 \). Therefore, for every integer \( l < 0 \), we have the telescoping sequence

\[
 w(x) = \sum_{k=l}^{m-1} (b_k(x) - b_{k+1}(x)) + g_l(x).
\]

By (2.1), \( w_{Q^k_j} \leq 2^n a^k \). Since for each \( j \) and \( k \),

\[(3.1) \quad (b_k(x) - b_{k+1}(x)) \chi_{Q^k_j}(x) = (w(x) - w_{Q^k_j}) \chi_{Q^k_j}(x) - \sum_{Q^k_{j+1} \subset Q^k_j} (w(x) - w_{Q^k_{j+1}}) \chi_{Q^k_{j+1}}(x),\]

it follows immediately that for all \( x \),

\[(3.2) \quad |b_k(x) - b_{k+1}(x)| \leq (1 + a) 2^n a^k.\]

Further, by integrating (3.1) we see that

\[(3.3) \quad \int_{Q^k_j} (b_k(x) - b_{k+1}(x)) \, dx = 0.\]

We can now estimate as follows: for any \( l < 0 \),

\[(3.4) \quad \int_{\mathbb{R}^n} |T f(x)|^q u(x)^q h(x) \, dx = \int_{\mathbb{R}^n} |T f(x)|^q w(x) \, dx
\]

\[= \sum_{k=l}^{m-1} \int_{\mathbb{R}^n} |T f(x)|^q (b_k(x) - b_{k+1}(x)) \, dx + \int_{\mathbb{R}^n} |T f(x)|^q g_l(x) \, dx.\]

We now claim that the last term on the righthand side tends to 0 as \( l \to -\infty \). This follows at once from Hölder’s inequality, the fact that \( T \) is bounded on \( L^2(\mathbb{R}^n) \), and that \( f \) and \( w \) are bounded functions with compact support:

\[0 \leq \int_{\mathbb{R}^n} |T f(x)|^q g_l(x) \, dx \leq \left( \int_{\mathbb{R}^n} |T f(x)|^2 \, dx \right)^{q/2} \left( \int_{\mathbb{R}^n} g_l(x)^{(2/q)'} \, dx \right)^{1/(2/q)'} \]

\[\leq C \|f\|_2^{q/2} (2^n a^l)^{(q/2)'} \|g_l\|_1^{1/(2/q)'} = C \|f\|_2^{q/2} (2^n a^l)^{(q/2)'} \|w\|_1^{1/(2/q)'} .\]
As \( l \to -\infty \) the last term tends to zero. Therefore, taking the limit in (3.4) we get

\[
(3.5) \quad \int_{\mathbb{R}^n} |Tf(x)|^q u(x)^q h(x) \, dx = \sum_{k=-\infty}^{m-1} \int_{\mathbb{R}^n} |Tf(x)|^q (b_k(x) - b_{k+1}(x)) \, dx.
\]

We estimate the righthand side of (3.5) as follows. For each \( j, k \), let \( c_j^k \) be a constant whose value will be specified below. Since \( q < 1 \), \(||a|^{q} - |b|^{q}|| \leq |a - b|^{q} \). Therefore, by (3.3) and (3.2),

\[
\sum_{k=-\infty}^{m-1} \int_{\mathbb{R}^n} |Tf(x)|^q (b_k(x) - b_{k+1}(x)) \, dx = \sum_{k,j} \int_{Q^j_k} |Tf(x)|^q (b_k(x) - b_{k+1}(x)) \, dx
\]

\[
\leq C \sum_{k,j} (1 + a) 2^n a^k \int_{Q^j_k} |Tf(x)|^q - |c_j^k|^q \, dx \leq C \sum_{k,j} w_{Q^j_k} \int_{Q^j_k} |Tf(x) - c_j^k|^q \, dx
\]

\[
\leq C \sum_{k,j} w_{Q^j_k} \int_{Q^j_k} |(f(x\chi_{2Q^j_k})(x)|^q \, dx + C \sum_{k,j} w_{Q^j_k} \int_{Q^j_k} |T(f(x\chi_{2Q^j_k})(x)) - c_j^k|^q \, dx
\]

\[
= C (I_1 + I_2).
\]

We consider each term separately. To estimate \( I_1 \) we use Kolmogorov’s inequality (since \( q < 1 \)) and Lemmas 2.3 and 2.7:

\[
I_1 \leq C \sum_{k,j} \frac{1}{|2Q^j_k|} \int_{2Q^j_k} w(x) \, dx \left( \frac{1}{|2Q^j_k|} \int_{2Q^j_k} |f(x)| \, dx \right)^q |Q^j_k|
\]

\[
= C \sum_{k,j} \frac{1}{|2Q^j_k|} \int_{2Q^j_k} u(x)^q h(x) \, dx \left( \frac{1}{|2Q^j_k|} \int_{2Q^j_k} v(x) \, dx \right)^q \left( \frac{1}{|2Q^j_k|} \int_{2Q^j_k} v(x)^{-1} \, dx \right)^q |Q^j_k|
\]

\[
\leq C \sum_{k,j} \|u^q\|_{C,2Q^j_k} \|h\|_{C,2Q^j_k} \|v f\|_B q \|v^{-1}\|_{B,2Q^j_k} |Q^j_k|,
\]

where \( C(t) = t^r \log(e + t)^{r-1+\epsilon} \). Let \( C_q(t) = C(t^q) = t^q \log(e + t)^{r-1+\epsilon} \approx A(t) \). Therefore, by a change of variables in the definition of the Orlicz norm,

\[
\|u^q\|_{C,2Q^j_k} = \|u\|_{C,2Q^j_k}^q \approx \|u\|_{A,2Q^j_k}^q.
\]

Hence, (1.16), the fact that the sets \( \widetilde{Q}^j_k \) are disjoint, and Hölder’s inequality yield

\[
I_1 \leq C \sum_{k,j} \|h\|_{C,2Q^j_k} \|v f\|_B q |\widetilde{Q}^j_k|
\]

\[
\leq C \sum_{k,j} \int_{\widetilde{Q}^j_k} M \hat{h}(x) M_B(v f)(x) \, dx
\]

\[
\leq C \left( \int_{\mathbb{R}^n} M \hat{h}(x)^r \, dx \right)^{1/r'} \left( \int_{\mathbb{R}^n} M_B(v f)^p \, dx \right)^{p/r}
\]
The last inequality holds since $\bar{C} \in B_{r'}$ and $\bar{B} \in B_p$, and so by Lemma 2.8 $M_{\bar{C}}$ is bounded on $L^{r'}$ and $M_{\bar{B}}$ is bounded on $L^p$. This completes the estimate of $I_1$.

To estimate $I_2$ we choose the value of the constant $c_j^k$ to be

$$c_j^k = \frac{1}{|Q_j^k|} \int_{Q_j^k} T(f\chi_{\mathbb{R}^n \setminus 2Q_j^k})(y) \, dy.$$ 

Let $C(t)$ be as in the estimate of $I_1$. Then, by a standard estimate for Calderón-Zygmund singular integrals (see [13, 18]), since $q < 1$ and by Lemmas 2.3 and 2.7, we obtain

$$I_2 \leq C \sum_{k,j} \frac{1}{|Q_j^k|} \int_{Q_j^k} u(x)^q h(x) \, dx \left(\sum_{i=1}^{\infty} 2^{-i} \frac{1}{|2Q_j^k|} \int_{2Q_j^k} |f(x)| \, dx\right)^q |Q_j^k|$$

$$\leq C \sum_{k,j} \frac{1}{|Q_j^k|} \int_{Q_j^k} u(x)^q h(x) \, dx \sum_{i=1}^{\infty} 2^{-iq} \left(\frac{1}{|2Q_j^k|} \int_{2Q_j^k} v(x) f(x) v(x)^{-1} \, dx\right)^q |Q_j^k|$$

$$\leq C \sum_{k,j} \|u\|_{C, Q_j^k} \|h\|_{C, Q_j^k} \|	ilde{Q}_j^k\| \sum_{i=1}^{\infty} 2^{-iq} \|v f\|_{B, 2i Q_j^k} \|v^{-1}\|_{B, 2i Q_j^k}$$

$$\leq C \sum_{k,j} \|u\|_{A, Q_j^k} \|h\|_{C, Q_j^k} \|	ilde{Q}_j^k\| \sum_{i=1}^{\infty} 2^{-iq} \|v f\|_{B, 2i Q_j^k} \|v^{-1}\|_{B, 2i Q_j^k}.$$ 

For $0 < \beta < 1$, $A(\beta t) \leq \beta^p A(t)$, so by the definition of the Luxemburg norm, we have that $\|u\|_{A, Q_j^k} \leq C 2^{n/p} \|u\|_{A, 2i Q_j^k}$. Thus, by (1.16) and since $p > n$ it follows

$$I_2 \leq C \sum_{k,j} \|h\|_{\tilde{C}, Q_j^k} \|	ilde{Q}_j^k\| \sum_{i=1}^{\infty} 2^{-iq} 2^{iqn/p} \|u\|_{A, 2i Q_j^k} \|v f\|_{B, 2i Q_j^k} \|v^{-1}\|_{B, 2i Q_j^k}$$

$$\leq C \sum_{k,j} \|h\|_{\tilde{C}, Q_j^k} \|	ilde{Q}_j^k\| \inf_{x \in Q_j^k} M_{\bar{B}}(v f)(x)^q$$

$$\leq C \sum_{k,j} \int_{Q_j^k} M_{\bar{C}} h(x) M_{\bar{B}}(v f)(x)^q \, dx.$$ 

We can now argue as we did above for $I_1$ to obtain the desired estimate for $I_2$.

3.2. **Proof of Theorem 1.7.** The proof is almost identical to the one just given and we only indicate the minor changes. We proceed in the same manner with $S_d$ in place of $T$. We observe that $S_d$ is bounded on $L^2(R^n)$ and so it suffices to get the appropriate estimates for $I_1$ and $I_2$, where now in $I_1$ we write $f \chi_{Q_j^k}$ in place of $f \chi_{2Q_j^k}$ and in $I_2$ we put $f \chi_{\mathbb{R}^n \setminus 2Q_j^k}$ in place of $f \chi_{\mathbb{R}^n \setminus 2Q_j^k}$. The estimate for $I_1$ adapts
immediately to the dyadic square function since $S_d$ is of weak-type $(1, 1)$ and thus satisfies Kolmogorov’s inequality.

Since the dyadic square function is more localized than a singular integral, the estimate for $I_2$ is much easier. Fix a cube $Q_j^k$ and set
\[
c_j^k = \left( \sum_{Q \in \Delta \atop Q \supseteq Q_j^k} |(f \chi_{R^n \setminus Q_j^k})_Q - (f \chi_{R^n \setminus Q_j^k})_Q|^2 \right)^{1/2}.
\]
Then for any $x \in Q_j^k$ we have that $S_d(f \chi_{R^n \setminus Q_j^k})(x) \equiv c_j^k$; thus $I_2 = 0$ and we are done.

4. Proof of Theorem 1.4

At the heart of the proof of Theorem 1.4 is the following lemma, whose proof we defer for the moment.

**Lemma 4.1.** Given $p$ and $(u, v)$ as in the hypotheses of Theorem 1.4, there exists $q$, $0 < q < 1$, such that for all $f, h \in L_c^\infty(\mathbb{R}^n)$,
\[
(4.1) \int_{\mathbb{R}^n} Mf(x)^q M(u^q h)(x) \, dx \leq C \left( \int_{\mathbb{R}^n} |v(x) f(x)|^p \, dx \right)^{q/p} \left( \int_{\mathbb{R}^n} |h(x)|^{(p/q)'} \, dx \right)^{1/(p/q)'}.
\]

**Proof of Theorem 1.4.** Fix $q$ as in Lemma 4.1 and let $r = \frac{p}{q} > 1$. Then by duality,
\[
\left( \int_{\mathbb{R}^n} |u(x) T f(x)|^p \, dx \right)^{q/p} = \sup \int_{\mathbb{R}^n} |T f(x)|^q u(x)^q h(x) \, dx,
\]
where the supremum is taken over all non-negative functions $h \in L_c^\infty(\mathbb{R}^n)$ such that $\|h\|_{L^{r'}(\mathbb{R}^n)} = 1$. Fix such a function $h$. Then by Lemmas 2.6 and 4.1,
\[
\int_{\mathbb{R}^n} |T f(x)|^q u(x)^p h(x) \, dx \leq C \int_{\mathbb{R}^n} Mf(x)^q M(u^q h)(x) \, dx \\
\leq C \left( \int_{\mathbb{R}^n} |v(x) f(x)|^p \, dx \right)^{q/p} \left( \int_{\mathbb{R}^n} |h(x)|^{(p/q)'} \, dx \right)^{1/(p/q)'} = C \left( \int_{\mathbb{R}^n} |v(x) f(x)|^p \, dx \right)^{q/p}.
\]
This completes the proof of Theorem 1.4. \qed

4.1. Proof of Lemma 4.1. Fix $f$; by a standard argument we may assume without loss of generality that $f \geq 0$. Further, as we noted above, we may assume without loss of generality that $f \in L_c^\infty$ and $u, v \in L^\infty$. Fix $q$, $0 < q < 1$, sufficiently close to 1 that there exists $\epsilon > 0$ such that $2p - 1 + \delta = 2(p/q) - 1 + \epsilon$. Let $r = p/q$, $w = u^q h$ and $a = 4^n > 2^n$. For each $j, k$ let
\[
\Omega_{kj} = \{a^{k-j-1} < Mw(x) \leq a^{k-j+1}\} \cap \{a^j < Mf(x)^q \leq a^{j+1}\};
\]
then
\[
\int_{\mathbb{R}^n} Mf(x)^q Mw(x) \, dx = \sum_{k,j} \int_{\Omega_{kj}} Mf(x)^q Mw(x) \, dx
\]
For each integer \( l, m \), let \( \{R_i^r\}_r \) be the CZ cubes of \( w \) at height \( a^l \), and let \( \{S_m^s\}_s \) be the CZ cubes of \( f \) at height \( a^{m/q} \). Then by Lemma 2.4, for each pair \((k, j)\),

\[
\{ x : M w(x) > a^{k-j-1} \} \subset \bigcup_r 3R_{k-j-2}^r, \quad \{ x : M f(x)^q > a^j \} \subset \bigcup_s 3S_{j-1}^s.
\]

If \( x \in \Omega_{kj} \), there exists at least one pair \((r, s)\) such that \( x \in 3R_{k-j-2}^r \cap 3S_{j-1}^s \). Let \( E_{k,j}^{r,s} = \{ x \in \Omega_{kj} : x \in 3R_{k-j-2}^r \cap 3S_{j-1}^s \} \). If the set \( E_{k,j}^{r,s} \) is not empty, then \( 3R_{k-j-2}^r \cap 3S_{j-1}^s \neq \emptyset \). Therefore, depending on their relative sizes, we either have \( 3R_{k-j-2}^r \subset 9S_{j-1}^s \), or \( 3S_{j-1}^s \subset 9R_{k-j-2}^r \). If the first inclusion holds we say that \((k, j, r, s)\) \( \in \Gamma_1 \); if the second holds we say that \((k, j, r, s)\) \( \in \Gamma_2 \). Hence,

\[
\int_{\mathbb{R}^n} M f(x)^q M w(x) \, dx \leq \sum_{k, j} \sum_{r, s} \int_{E_{k,j}^{r,s}} M f(x)^q M w(x) \, dx \leq \sum_{k, j} \sum_{r, s} a^{k-j+1} a^{j+1} |E_{k,j}^{r,s}|
\]

\[
\leq \sum_{(k, j, r, s) \in \Gamma_1} a^{k-j+1} a^{j+1} |E_{k,j}^{r,s}| + \sum_{(k, j, r, s) \in \Gamma_2} a^{k-j+1} a^{j+1} |E_{k,j}^{r,s}| = I_1 + I_2.
\]

To complete the proof we will estimate each term separately. We consider first \( I_1 \).

Since \( E_{k,j}^{r,s} \subset 3R_{k-j-2}^r \), by Lemma 2.3, \( |E_{k,j}^{r,s}| \leq 3^n |R_{k-j-2}^r | \leq C |R_{k-j-2}^r | \). On the other hand \( 3R_{k-j-2}^r \subset 9S_{j-1}^s \). Thus by Lemma 2.2,

\[
I_1 \leq a^\delta \sum_{(k, j, r, s) \in \Gamma_1} \left( \frac{1}{|R_{k-j-2}^r|} \int_{R_{k-j-2}^r} w(x) \, dx \right) \left( \frac{1}{|S_{j-1}^s|} \int_{S_{j-1}^s} f(x) \, dx \right)^q |E_{k,j}^{r,s}|
\]

\[
\leq C \sum_{j, s} \left( \sum_{k, r} \left( \frac{1}{|R_{k-j-2}^r|} \int_{R_{k-j-2}^r} w(x) \, dx \cdot |\tilde{R}_{k-j-2}^r| \right) \left( \frac{1}{|9S_{j-1}^s|} \int_{9S_{j-1}^s} f(x) \, dx \right)^q \right) \int_{\tilde{R}_{k-j-2}^r} M(w \chi_{9S_{j-1}^s})(x) \, dx \left( \frac{1}{|9S_{j-1}^s|} \int_{9S_{j-1}^s} f(x) \, dx \right)^q.
\]

Since the sets \( \tilde{R}_{k-j-2}^r \) are disjoint and contained in \( 9S_{j-1}^s \), we can apply Yano’s theorem (see Zygmund [56]) to get

\[
I_1 \leq C \sum_{j, s} \left( \int_{9S_{j-1}^s} M(w \chi_{9S_{j-1}^s})(x) \, dx \left( \frac{1}{|9S_{j-1}^s|} \int_{9S_{j-1}^s} f(x) \, dx \right)^q \right) |\tilde{S}_{j-1}^s|
\]

\[
\leq C \sum_{j, s} \|w\|_{\Phi, 9S_{j-1}^s} \left( \frac{1}{|9S_{j-1}^s|} \int_{9S_{j-1}^s} f(x) \, dx \right)^q |\tilde{S}_{j-1}^s|,
\]

where \( \Phi(t) = t \log(e + t) \) and the constant depends only on \( n \) and not on the cube \( S_{j-1}^s \). Recall that \( 2p - 1 + \delta = 2r - 1 + \epsilon \); hence, if we define \( D(t) = t^r \log(e + t)^{2r-1+\epsilon} \),
then $D(t^q) \approx A(t)$. Now define $\tilde{D}(t) = t^r \log(e + t)^{-1-\epsilon(r-1)} \in B_{p'\epsilon}$.

Then we have that

$$\Phi^{-1}(t) \approx \frac{t^\frac{2}{r}}{\log(e + t)^{2r-1+\epsilon}} \times t^{\frac{3}{r}} \log(e + t)^{-1+\frac{2r-1+\epsilon}{r}} \approx D^{-1}(t) \cdot \tilde{D}^{-1}(t).$$

Therefore, recalling that $w = u^q h$, we can apply Lemma 2.7 and (1.18) to get

$$I_1 \leq C \sum_{j,s} \|u^q \|_{D,9S_{j-1}^s} \|h\|_{\tilde{D},9S_{j-1}^s} \|v f\|_{B,9S_{j-1}^s}^q \|v^{-1}\|_{B,9S_{j-1}^s} \|\tilde{S}_{j-1}^s\|$$

$$\leq C \sum_{j,s} \|u^q \|_{A,9S_{j-1}^s} \|h\|_{\tilde{D},9S_{j-1}^s} \|v f\|_{B,9S_{j-1}^s}^q \|v^{-1}\|_{B,9S_{j-1}^s} \|\tilde{S}_{j-1}^s\|$$

$$\leq C \sum_{j,s} \int_{S_{j-1}^s} M_{\tilde{D}} h(x) M_{\tilde{B}} (v f)(x)^q \, dx$$

$$\leq C \int_{\mathbb{R}^n} M_{\tilde{D}} h(x) M_{\tilde{B}} (v f)(x)^q \, dx$$

$$\leq C \left( \int_{\mathbb{R}^n} M_{\tilde{D}} h(x)^{r'} \, dx \right)^{1/r'} \left( \int_{\mathbb{R}^n} M_{\tilde{B}} (v f)(x)^p \, dx \right)^{q/p}$$

$$\leq C \left( \int_{\mathbb{R}^n} |h(x)|^{r'} \, dx \right)^{1/r'} \left( \int_{\mathbb{R}^n} (v f(x))^p \, dx \right)^{q/p},$$

where the third inequality holds because the sets $\tilde{S}_{j-1}^s$ are disjoint, and the last inequality holds since by Lemma 2.8, $\tilde{B} \in B_p$ so $M_{\tilde{B}}$ is bounded on $L^p$, and, as we noted above, $\tilde{D} \in B_{p'}$, so $M_{\tilde{D}}$ is bounded in $L^{p'}$. Thus we get the desired bound for $I_1$.

We will now estimate $I_2$. The ideas are the same, except that at the key step we will use Kolmogorov’s inequality instead of Yano’s theorem. Since $E_{kj}^s \subset 3S_{j-1}^s$, by Lemma 2.3, $|E_{kj}^s| \leq C |\tilde{S}_{j-1}^s|$. Further, $M_{d_f}(x)^q > a^{j-1}$ on $S_{j-1}^s$. Thus

$$I_2 \leq a^3 \sum_{(k,j,r,s) \in \Gamma_2} a^{j+1} |E_{kj}^s| \left( \frac{1}{|R_{k-j-2}^r|} \int_{R_{k-j-2}^r} w(x) \, dx \right)$$

$$\leq C \sum_{(k,j,r,s) \in \Gamma_2} a^{j+1} |\tilde{S}_{j-1}^s| \left( \frac{1}{|9R_{k-j-2}^r|} \int_{9R_{k-j-2}^r} w(x) \, dx \right)$$

$$\leq C \sum_{(k,j,r,s) \in \Gamma_2} \int_{\tilde{S}_{j-1}^s} M_{d_f}(x)^q \, dx \left( \frac{1}{|9R_{k-j-2}^r|} \int_{9R_{k-j-2}^r} w(x) \, dx \right)$$

$$= C \sum_{l,r} \left( \sum_{(k,j,r,s) \in \Gamma_2} \int_{\tilde{S}_{j-1}^s} M_{d_f}(x)^q \, dx \right) \frac{1}{|9R_l^r|} \int_{9R_l^r} w(x) \, dx.$$
Since \( t \leq \Phi(t) \), \( \|w\|_{L^1,9R_1^t} \leq \|w\|_{\Phi,9R_1^t} \) (see [41]). Therefore, using this, (4.2), Lemma 2.3, and Kolmogorov’s inequality, we get that

\[
I_2 \leq C \sum_{l,r} \left( \sum_{(k,j,r,s) \in T_2} \int_{S_{j-1}} M_d(f\chi_{9R_1^t})(x)^q \, dx \right) \|w\|_{\Phi,9R_1^t}
\]

\[
\leq C \sum_{l,r} \frac{1}{|9R_1^t|} \int_{9R_1^t} M_d(f\chi_{9R_1^t})(x)^q \, dx \cdot \|w\|_{\Phi,9R_1^t} \cdot |\tilde{R}_1^t|.
\]

We can now argue exactly as we did in the estimate of \( I_1 \) to get the desired bound for \( I_2 \). This completes the proof.

**Remark 4.2.** The term \( I_2 \) is less singular than the term \( I_1 \): if we did not replace \( \|w\|_{L^1,9R_1^t} \) by \( \|w\|_{\Phi,9R_1^t} \), then a slight modification of our argument would show that we get the desired bound for \( I_2 \) assuming only the weaker condition (1.16).

### 5. Proof of Theorem 1.8

The proof of Theorem 1.8 is identical in basic idea and organization to the proof of Theorem 1.4, differing only in details. Therefore, rather than give the complete argument, we will outline the changes necessary in the proof of Theorem 1.4.

The key changes are in the statement and proof of Lemma 4.1. The new lemma is the following.

**Lemma 5.1.** Given \( p \) and \((u,v)\) as in the hypotheses of Theorem 1.8, there exists \( q \), \( 0 < q < 1 \), such that for all \( f,h \in L_c^\infty(\mathbb{R}^n) \),

\[
\int_{\mathbb{R}^n} M^2 f(x)^q M^2 (u^\eta h)(x) \, dx \leq C \left( \int_{\mathbb{R}^n} |v(x) f(x)|^p \, dx \right)^{q/p} \left( \int_{\mathbb{R}^n} |h(x)|^{(p/q)'} \, dx \right)^{1/(p/q)'}.
\]

Given this inequality, the proof of Theorem 1.8 begins with the same duality argument as the proof of Theorem 1.4. But, instead of Lemma 2.5 we use the following pointwise estimate from [37]: given \( 0 < q < \epsilon < 1 \),

\[
M^q_t([b,T]f)(x) \leq C M\epsilon(Tf)(x) + C M^2 f(x).
\]

Thus by Lemma 2.6, we have for every weight \( w \) that

\[
\int_{\mathbb{R}^n} |[b,T]f(x)|^q w(x) \, dx \leq C \int_{\mathbb{R}^n} M^q_t([b,T]f)(x)^q M w(x) \, dx
\]

\[
\leq C \int_{\mathbb{R}^n} M\epsilon(Tf)^q M w(x) \, dx + C \int_{\mathbb{R}^n} (M^2 f)^q M w(x) \, dx.
\]

The second integral in the last term is dominant. To see this we use the fact that \( q/\epsilon < 1 \), and Lemmas 2.6 and 2.5 to get

\[
\int_{\mathbb{R}^n} M\epsilon(Tf)(x)^q M w(x) \, dx = \int_{\mathbb{R}^n} M(|Tf|)^q(x)^2 M w(x) \, dx
\]
where the supremum is taken over all non-negative functions $h
otin \Phi$ to $(5.2)$

**Lemma 5.3.**
Given $(5.2)$ and Lemma 4.1, but we replace the Calderón-Zygmund decomposition by a more general (see, for instance, [45, 12]) that

**Proof of Lemma 5.1.**

$$\int_{\mathbb{R}^n} M_r(Tf)(x)^q Mw(x) \, dx \leq C \int_{\mathbb{R}^n} M^2 f(x)^q M^2 w(x) \, dx.$$  

Fix $q$ as in Lemma 5.1 and let $r = \frac{q}{q + 1} > 1$. Then by duality,

$$\left( \int_{\mathbb{R}^n} |u(x)| [b, T]f(x) \, dx \right)^{q/p} = \sup \int_{\mathbb{R}^n} |[b, T]f(x)|^q h(x) \, dx,$$

where the supremum is taken over all non-negative functions $h \in L^\infty_c(\mathbb{R}^n)$ such that $\|h\|_{L^{q'}(\mathbb{R}^n)} = 1$. Fix such a function $h$. By $(5.2)$ and Lemma 5.1 it follows that

$$\int_{\mathbb{R}^n} |[b, T]f(x)|^q h(x) \, dx \leq C \int_{\mathbb{R}^n} M^2 f(x)^q M^2 (u^q h)(x) \, dx \leq C \left( \int_{\mathbb{R}^n} |v(x) f(x)|^p \, dx \right)^{q/p}. $$

This completes the proof of Theorem 1.8.

### 5.1. Proof of Lemma 5.1.

Define, as before, $\Phi(t) = t \log(e + t)$. It is well known (see, for instance, [45, 12]) that $M^2 f \approx M\Phi f$, so in the desired estimate we can replace $M^2$ by the maximal function $M\Phi$. We follow the same steps as in the proof of Lemma 4.1, but we replace the Calderón-Zygmund decomposition by a more general decomposition based on the Orlicz maximal operator $M\Phi$. Its essential properties are exactly the same and are captured in the following definition and lemmas.

**Definition 5.2.** Given a Young function $\Phi$, a non-negative function $f \in L^1(\mathbb{R}^n)$ (e.g., $f \in L^\infty_c(\mathbb{R}^n)$), and $\lambda > 0$, we define the CZ cubes of $f$ at height $\lambda$ with respect to $\Phi$ to be the maximal disjoint dyadic subcubes of the  set $\{x \in \mathbb{R}^n : M_{d,\Phi} f(x) > \lambda\}$.

**Lemma 5.3.** Given $\lambda > 0$ and $f \in L^1(\mathbb{R}^n)$ non-negative, let $\{Q_j\}$ be the set of CZ cubes of $f$ with respect to $\Phi$. Then for all $j$, we have $\lambda < \|f\|_{\Phi, Q_j} \leq 2^n \lambda$. Further, $M_{d,\Phi} f(x) = M_{d,\Phi}(f\chi_{Q_j})(x)$ for all $x \in Q_j$.

**Lemma 5.4.** Let $f \in L^1(\mathbb{R}^n)$. Fix $a > 2^n$, and for $k \in \mathbb{Z}$, let $\{Q^k_j\}$ be the CZ cubes of $f$ at height $a^k$ with respect to $\Phi$. Then there exist sets $\{\overline{Q}_j^k\}$, $\overline{Q}_j^k \subset Q^k_j$, which are pairwise disjoint for all $j$ and $k$, and such that there exists $\alpha > 1$ depending only on $a$ and $n$ such that $|Q^k_j| \leq \alpha |\overline{Q}_j^k|.$

**Lemma 5.5.** Let $f \in L^1(\mathbb{R}^n)$ and fix $\lambda > 0$. Let $\{Q_j\}$ be the set of CZ cubes of $f$ at height $\lambda/a^m$ with respect to $\Phi$. Then $\{x \in \mathbb{R}^n : M\Phi f(x) > \lambda\} \subset \bigcup_j 3Q_j$.

The proof of each of these lemmas is given in [9] except for the identity in Lemma 5.3, whose proof is identical to the proof of (2.2).
We now obtain the desired estimate with $M_\Phi$ in place of $M^2$. Proceed as in Lemma 4.1 but $f$ and $w = u^v h$ are decomposed with respect to $M_\Phi$ (in place of $M$). We estimate $I_1$ and $I_2$ using the previous lemmas and repeating the computations in Lemma 4.1. We get that

$$I_1 \leq C \sum_{j,s} \frac{1}{|9S_{j-1}^s|} \int_{9S_{j-1}^s} M_\Phi(w\chi_{9S_{j-1}}^s)(x) \, dx \cdot \|f\|_\Phi_{9,9S_{j-1}^s}^q |\tilde{S}_{j-1}^s|,$$

$$I_2 \leq C \sum_{l,r} \frac{1}{|9R_{l,r}^r|} \int_{9R_{l,r}^r} M_\Phi(f\chi_{9R_{l,r}^r})(x)^q \, dx \cdot \|w\|_{\Phi,9R_{l,r}^r}^q |\tilde{R}_{l,r}^r|.$$

For $k \geq 0$ define $\Phi_k(t) = t \log(e + t)^k$; then $\Phi = \Phi_1$. We have the following auxiliary result: the first inequality generalizes Yano’s theorem and is well known (see for instance [12]), and the proof of the second is given below.

**Lemma 5.6.** Let $k \geq 0$ and $0 < q < 1$. Then there exists a constant $C$ such that for any cube $Q$,

$$\frac{1}{|Q|} \int_Q M_{\Phi_k}(g\chi_Q)(x) \, dx \leq C \|g\|_{\Phi_k + 1,Q}, \quad \frac{1}{|Q|} \int_Q M_{\Phi_k}(g\chi_Q)(x)^q \, dx \leq C \|g\|_{\Phi_k,Q}^q.$$

If we apply Lemma 5.6 to the estimates for $I_1$ and $I_2$ we get

$$I_1 \leq C \sum_{j,s} \|w\|_{\Phi_2,9S_{j-1}^s} \|f\|_{\Phi_9,9S_{j-1}^s}^q |\tilde{S}_{j-1}^s|$$

$$I_2 \leq C \sum_{l,r} \|f\|_{\Phi_9,9R_{l,r}^r} \|w\|_{\Phi_9,9R_{l,r}^r} \|\tilde{R}_{l,r}^r| \leq C \sum_{l,r} \|f\|_{\Phi_9,9R_{l,r}^r} \|w\|_{\Phi_9,9R_{l,r}^r} \|\tilde{R}_{l,r}^r|.$$

Hence, both these estimates can be handled in the same way. Let

$$D(t) = t^{p'} \log(e + t)^{2p'-1+\delta}, \quad \tilde{D}(t) = t^{p} \log(e + t)^{-1-\delta(p-1)} \in B_p,$$

$$E(t) = t^{r'} \log(e + t)^{3r'-1+\epsilon}, \quad \tilde{E}(t) = t^{r} \log(e + t)^{-1-\epsilon(r'-1)} \in B_{r'}.$$

Then $\Phi^{-1}(t) \approx D^{-1}(t) \cdot \tilde{D}^{-1}(t)$, $\Phi_2^{-1}(t) \approx E^{-1}(t) \cdot \tilde{E}^{-1}(t)$, $D(t) = B(t)$ and $E(t) \approx A(t)$. Therefore, by Lemma 2.7 we have for every cube $Q$ that

$$\|f\|_{\Phi,Q} \leq C \|f\|_{\tilde{D},Q} \|v^{-1}\|_{B,Q}, \quad \|w\|_{\Phi_2,Q} \leq C \|u\|_{E,Q} \|h\|_{\tilde{E},Q} \leq C \|u\|_{\Phi_9,Q} \|h\|_{\tilde{E},Q}.$$

Substitute these values into the above estimates for $I_1$, $I_2$; since $\tilde{D} \in B_p$, $\tilde{E} \in B_{r'}$, the proof can now be completed exactly as in the proof of Lemma 4.1.

**Remark 5.7.** As we noted in Remark 1.9, the proof of Theorem 1.8 can be adapted to treat the higher order commutators $T_k^h$, $k \geq 2$. The ideas are essentially the same. Beginning with the duality argument and applying the analog of (5.1) for higher order commutators (also found in [37]), it is not difficult to see that the proof reduces to obtaining a version of Lemma 5.1 with $M^{k+1}$ in place of $M^2$. As $M^{k+1} \approx M_\Phi$, the decompositions of $f$ and $w$ are made with respect to this Orlicz maximal function. If we let $D(t) = t^{p'} \log(e + t)^{(k+1)p'-1+\delta}$, $E(t) = t^{r'} \log(e + t)^{(k+2)r'-1+\epsilon}$ ($\tilde{D}$, $\tilde{E}$ remain the same), then by means of Lemma 5.6 we get that the bumps for $u$ and $v$ are, respectively, $A(t) = t^{p} \log(e + t)^{(k+2)p-1+\delta}$ and $B(t) = t^{r} \log(e + t)^{(k+1)p'-1+\delta}$. 
Proof of Lemma 5.6. We only need to prove show the second inequality. By homogeneity it suffices to assume that \( \|g\|_{\Phi_k, Q} = 1 \). By the properties of Orlicz norms (see [41]), this implies that

\[
\frac{1}{|Q|} \int_Q \Phi_k(|g(x)|) \, dx \leq 1.
\]

The maximal operator \( M_{\Phi_k} \) satisfies the modular inequality

\[
\left| \{ x \in \mathbb{R}^n : M_{\Phi_k} h(x) > \lambda \} \right| \leq C \int_{\mathbb{R}^n} \Phi_k(|h(x)|/\lambda) \, dx.
\]

The proof is standard; see, for instance, [36]. Finally, we note that \( \Phi_k \) is submultiplicative: \( \Phi_k(st) \leq \Phi_k(s)\Phi_k(t) \). Therefore, since \( 0 < q < 1 \), if we write the \( L^q \)-norm in terms of the level sets, then by (5.3) and (5.4) we have that

\[
\frac{1}{|Q|} \int_Q M_{\Phi_k}(g \chi_Q)^q \, dx \leq \int_0^1 q \lambda^q \frac{d\lambda}{\lambda} + C \int_1^\infty \lambda^q \frac{1}{|Q|} \int_{\mathbb{R}^n} \Phi_k(|g(x)\chi_Q(x)|/\lambda) \, dx \frac{d\lambda}{\lambda}
\]

\[
\leq C + C \int_1^\infty \lambda^q \Phi_k(1/\lambda) \frac{d\lambda}{\lambda} \frac{1}{|Q|} \int_Q \Phi_k(|g(x)|) \, dx \leq C.
\]

\[\square\]
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