Abstract

In this first lecture, we give the setting of classical approximation theory and mention its drawbacks when the approximation takes place in high dimensions.

1 Introduction and Motivation

Many application domains require some form of approximation in high dimensions. By this, we mean that the function \( u \), which we wish to capture numerically, depends on many variables or parameters. In these lectures, we will primarily focus on the following two examples:

**Sensing/active learning:**
In this setting, we may ask for the values \( \lambda_j(u), j = 1, \ldots, n \), for any linear functionals \( \lambda_j \). The main issue is to determine for a given \( n \) the best question to ask, i.e. the best functionals to choose, in order to approximate \( u \) effectively using the drawn information. Sometimes the form of the linear functionals is restricted so that they can be implemented in practice. Point evaluation queries is a very common restriction. The field of compressed sensing falls into this paradigm when one considers the discrete setting and will be the subject of our second lecture. In our third lecture, we will consider the case of recovering a function \( u \) of many variables.

**Operator equations:**
Frequently, we are not given direct access to \( u \), but only know this function as a solution to some (linear or nonlinear) equation \( F(u) = 0 \). A typical example is \( Au = f \) where \( A \) is a known bounded mapping on some relevant spaces. Partial differential and integral equations fall into this category. We have complete knowledge of the operator \( A \), the function \( f \) and any additional information (such as boundary or initial conditions) that are needed to uniquely determine \( u \). We are given a computational budget \( n \) and we wish to approximate \( u \) by a function \( \tilde{u} \) as efficiently as possible within this budget. For example, \( n \) could represent the number of floating point operations or memory calls.
To begin the discussion and focus in on the problem to be circumvented, we first consider what one classically does in approximation theory. This will expose the so-called ‘curse of dimensionality’, which, in a nutshell, says that we cannot effectively treat such high dimensional problems without some new ideas. We will then discuss, in later lectures, some of the new ideas currently being developed for high dimensional problems.

2 The canonical setting for approximation

The goal of approximation theory is to approximate a given function $u$ (called the target function) by simpler, easier to compute functions, such as polynomials, rational functions, or piecewise polynomials. It has a long history beginning with the famous Bolzano-Weierstrass theorem (1817) which says that each continuous function can be approximated uniformly with arbitrary accuracy by algebraic polynomials. The field of approximation theory emerged to answer the rate-distortion question: how fast does the approximation error decay as the degree of the polynomial increases? Of course, this rate-distortion depends on the target function. But which properties of $u$ govern this rate?

2.1 The metric

A precise formulation of approximation requires us to specify how we will measure the error (or distortion) and what are the functions that we wish to approximate. This is done by providing a space $X$ which contains the set $\mathcal{K}$ of functions we wish to approximate and a norm $\| \cdot \|_X$ defined on $X$ to measure the distance

$$d(f, g) = \|f - g\|_X, \quad f, g \in X,$$

which will be used to measure distortion. In most cases of interest, $X$ is a linear space which is complete with respect to this norm and is therefore a Banach space.

The most commonly used distortion metrics are the $L_p$ norms. If $(\Omega, \Sigma, \mu)$ is a measurable space, then $L_p(\Omega, \mu)$ denotes the set of all measurable functions $f$ such that the quantity

$$\|u\|_{L_p(\Omega, \mu)} := \begin{cases} \left( \int_\Omega |u(x)|^p \, d\mu(x) \right)^{1/p}, & 0 \leq p < \infty, \\ \operatorname{esssup}_{x \in \Omega} |f(x)|, & p = \infty, \end{cases}$$

is finite. These are norms when $p \geq 1$, and quasi-norms when $0 < p < 1$. In most applications, $d\mu$ is Lebesgue measure. In this case we simply write $dx$ and $L_p(\Omega)$.

A common choice of metric for the Sensing Problems is an $L_2$ norm. This is especially the case when the measurements are noisy, since then the averaging in the $L_2$ norm helps avoid fitting the noise. However, in some applications an $L_\infty$ or $L_1$ norm may be an appropriate choice. For Operator Equations, the choice of norms is more subtle and depends on finding the setting in which uniqueness and well posedness holds. For example, in second order elliptic problems the typical choice is the space $H^1$ whose semi-norm is the sum of the $L_2$ norms of the first derivatives of $u$ (see §4 where smoothness spaces are defined).

Sometimes, we will denote the target function by $f$ as is more customary in approximation theory.
2.2 The approximation tool

Once, we have settled on the distortion norm, the next step is to specify which functions will be used for the approximation; these functions are called the approximation tool. The historical development of approximation theory, which took place at the beginning of the last century, concentrated on using algebraic or trigonometric polynomials for the approximation process. One gains accuracy in the approximation by increasing the degree of the polynomials. The reader has certainly been exposed to Fourier series whose partial sums are trigonometric polynomials that are often used for approximation and analysis.

With the advent of modern computers, it became clear that polynomials were cumbersome and often unstable in computation, when their degree is large. This led to the development of piecewise polynomials and spline functions (piecewise polynomials with prescribed smoothness where the pieces join), starting with the work of Schoenberg [31] in the 1940’s. The idea was to keep the degree of the polynomial pieces small but increase approximation efficiency by partitioning the domain of $u$ into many small cells. The univariate theory of splines is simple and complete (see [2, 32]). The multivariate theory is complicated when global smoothness is required of the piecewise polynomial and the most penetrating results fall into the domain of finite elements (see [9, 8, 10]).

Beyond piecewise polynomials, a myriad of novel approximation tools were developed, often directed at specific application domains. Among these, the most notable developments are

**Wavelets:** These were initially developed for image and signal processing but later applied with much success to operator equations (see [19, 11, 24]).

**Radial Basis Functions:** These are often applied to data fitting, especially when fitting functions of many variables [34]).

**Rational functions and Padé expansions:** These are especially important when treating functions of complex variables (see [3]).

**Dictionaries:** These are used to add flexibility to the choice of a basis or representation system when doing approximation (see [33]).

2.3 Linear or nonlinear

One can broadly divide approximation tools into two classes: linear and nonlinear. In linear approximation, the approximation process takes place from a sequence of linear spaces $X_n$, $n = 1, 2, \ldots$. By using the space $X_0 := \{0\}$ and, if necessary, repeating the spaces in this sequence, we can assume $\dim(X_n) = n$. Increasing $n$ results in improved accuracy in the approximation.

Spurred on by application demands, there has been an emergence of approximation methods, known as nonlinear approximation. In the nonlinear setting, the linear space $X_n$ is replaced by a nonlinear set $\Sigma_n$ which can be described by $O(n)$ parameters. A simple but important example is to take for $\Sigma_n$ the collection of all piecewise constant functions on $[0, 1]$ which consist of $n$ pieces. Adding two elements of $\Sigma_n$ together generally does not land in $\Sigma_n$ but rather in $\Sigma_{2n}$. 
The class of rational functions of degree \( n \) is another example of a nonlinear set \( \Sigma_n \) that is used in several application domains. A general nonlinear procedure that is often used in practice is to take a basis, e.g. a wavelet basis, or more generally a dictionary \( D \) of functions, and define \( \Sigma_n \) as the set of all functions which are a linear combination of \( n \) elements from \( D \). In this case \( \Sigma_n + \Sigma_n = \Sigma_{2n} \). Nonlinear methods of approximation offer a distinct advantage over linear methods in approximation accuracy, as will be explained in the following sections.

3 Approximation spaces

Once the approximation tool is chosen, the goal of approximation theory is to give an exact characterization of which functions have a given rate of approximation. To describe this pursuit, we consider the standard setting in linear approximation. We start with a Banach space \( X \) and the distortion norm \( \| \cdot \|_X \). For the approximation tool, we take a sequence \( (X_n)_{n \geq 1} \) of linear spaces, \( X_n \subset X \) with \( \dim(X_n) = n \). For a given \( u \in X \), the error of approximation

\[
e_n(u) := e_n(u)_X = e(u, X_n)_X := \inf_{g \in X_n} \| u - g \|_X,
\]

(3.1)

tells us the optimal performance we can obtain when using the elements of \( X_n \) for the approximation of \( u \). A function \( u_n \in X_n \) for which \( \| u - u_n \|_X = e_n(u) \) is called a best approximation. A compactness argument shows that best approximations always exist but they need not be unique, and even when unique are difficult to find. If \( \bigcup_{n \geq 1} X_n \) is dense in \( X \), then \( e_n(u) \) will tend to zero as \( n \) tends to infinity. How fast it tends to zero for a specific \( u \) gives a quantitative description of how effective this approximation process is for resolving \( u \).

An approximation method, or a numerical procedure that uses the spaces \( (X_n)_{n \geq 1} \), is said to be instance optimal if it produces for each \( n \) an approximation \( \hat{u}_n \in X_n \) that satisfies

\[
\| u - \hat{u}_n \|_X \leq C e_n(u)_X,
\]

(3.2)

with an absolute constant \( C \) that is in dependent of \( u \) and \( n \). In most application settings, it is rare to achieve instance optimality and so one introduces weaker measures of performance.

The most popular of these is the notion of approximation classes. Given a real number \( r > 0 \), we define \( \mathcal{A}^r := \mathcal{A}^r(X, (X_n)_{n \geq 1}) \) as the set of all \( u \in X \) for which

\[
e_n(u)_X \leq M n^{-r}, \quad n = 1, 2, \ldots,
\]

(3.3)

and the smallest value of \( M \) is defined as the semi-norm \( |u|_{\mathcal{A}^r} \) on \( \mathcal{A}^r \). One could equally well replace the sequence \( (n^{-r})_{n \geq 1} \) by a more general decreasing sequence \( (\epsilon_n)_{n \geq 1} \) but for most numerical applications the spaces \( \mathcal{A}^r \) suffice.

Understanding the space \( \mathcal{A}^r \) is important in numerical analysis because it tells us the performance (in terms of rate of approximation) we can expect of a numerical algorithm built on a chosen approximation tool. This, in turn, tells us the accuracy we can achieve in the approximation for a given computational budget.
4 Smoothness spaces

The fundamental problem in approximation theory is to give an intrinsic characterization of the approximation classes \( A^r(X,(X_n)) \). This problem has occupied approximation theory for decades and it has not only been resolved for all of the standard approximation methods, but also certain unifying principles have emerged which direct one how to proceed in any new setting. The characterization of \( A^r \) is almost always in terms of smoothness spaces, most prominently the Besov spaces.

We briefly recall the standard hierarchy of smoothness spaces. The simplest of these are the Sobolev spaces \( W^k(L^p(\Omega)) \), \( 1 \leq p \leq \infty \), \( k = 1, 2, \ldots \), defined on a domain \( \Omega \subset \mathbb{R}^d \). This space consists of all functions whose (weak) derivatives of order \( k \) are all in \( L^p(\Omega) \). The semi-norm \( |\cdot|_{W^k(L^p(\Omega))} \) is given by

\[
|u|_{W^k(L^p(\Omega))} := \sum_{|\alpha|=k} \|D^\alpha u\|_{L^p(\Omega)}.
\]

When \( p = \infty \), \( W^k(L^\infty(\Omega)) \) is often replaced by \( C^k(\Omega) \) which adds the stipulation that the derivatives of order \( k \) should all be continuous. We obtain the norm on \( W^k(L^p(\Omega)) \) by adding the \( L^p(\Omega) \) norm to the semi-norm

\[
\|u\|_{W^k(L^p(\Omega))} := |u|_{W^k(L^p(\Omega))} + \|u\|_{L^p(\Omega)}.
\]

Lipschitz and Besov spaces generalize the Sobolev spaces to fractional order \( s > 0 \) and also cover the full range \( 0 < p \leq \infty \). They are a staple in modern analysis and found in many text books (see e.g. [1, 23, 4]). For \( 0 < s \leq 1 \), a continuous function \( u \) is said to be Lipschitz continuous of order \( s \) \((u \in \text{Lip}_s)\) if

\[
|u(x+h) - u(x)| \leq M|h|^s, \quad x, x+h \in \Omega,
\]

where \( M > 0 \) is independent of \( x \) and \( h \). This space is a Banach space equipped with the norm

\[
\|u\|_{\text{Lip}_s} := \|u\|_{L^\infty(\Omega)} + |u|_{\text{Lip}_s},
\]

where the the seminorm is defined as the smallest constant \( M \) such that (4.3) holds.

To generalize this definition to larger values of \( s \), and to functions in \( L^p(\Omega) \), \( 0 < p < \infty \), we use higher order differences, defined for integers \( m \geq 1 \) by

\[
\Delta_h^m(u,x) := (-1)^m \sum_{k=0}^{m} (-1)^k \binom{m}{k} u(x+kh), \quad h \in \mathbb{R}^d.
\]

Here, we use the convention that this difference is defined to be zero if any of the points \( x, x + h, \ldots, x + mh \) lie outside the domain \( \Omega \) on which \( u \) is defined. Thus, \( \Delta_h(u,x) := u(x+h) - f(x) \) and the higher order difference \( \Delta^m \) is the \( m \)-fold composition of \( \Delta \).

From these differences, we can define the moduli of smoothness

\[
\omega_m(u,t)_{L^p(\Omega)} := \sup_{|h| \leq t} \|\Delta_h^m(u,\cdot)\|_{L^p(\Omega)}, \quad t > 0.
\]
For each $u \in L_p(\Omega)$, the modulus $\omega_m(u, t)_{L_p(\Omega)}$ tends to zero when $t \to 0$. The speed of this decay tells us how smooth $u$ is.

The Besov spaces classify the smoothness of a function in $L_p(\Omega)$ by the speed at which $\omega_m(u, t)$ tends to zero. The simplest of these Besov spaces are the $B_s^\infty(L_p(\Omega))$ spaces which are defined as the set of all $u \in L_p(\Omega)$ for which

$$\omega_m(u, t)_{L_p(\Omega)} \leq Mt^s, \quad t > 0,$$

(4.7)

where $m := [s] + 1$ (it turns out that any $m > s$ gives the same space with an equivalent norm). The smallest $M$ for which (4.7) holds is the semi-norm $|u|_{B_s^\infty(L_p(\Omega))}$ and

$$\|u\|_{B_s^\infty(L_p(\Omega))} := |u|_{B_s^\infty(L_p(\Omega))} + \|u\|_{L_p(\Omega)}.$$  

(4.8)

Notice that these spaces are defined for all $s > 0$ and $0 < p \leq \infty$. The reader should think of these spaces as a way to define analogues of $W^s(L_p(\Omega))$ for all $s > 0$, $0 < p \leq \infty$. However, note that the Besov and Sobolev spaces do not necessarily coincide where they are both defined.

The general Besov space $B_s^q(L_p(\Omega))$ has in addition to $s$ and $p$ a third index $q$ which is a fine tuning parameter. The semi-norm on this space is defined by

$$\|u\|_{B_s^q(L_p(\Omega))} := \left\{ \int_0^\infty \left( t^{-s} \omega_m(u, t)_{L_p(\Omega)} \right)^q \frac{dt}{t} \right\}^{1/q}.$$  

(4.9)

Decreasing the value of $q$ corresponds to a slightly stronger requirement placed on $u$.

The reader should not be overwhelmed by the definition of the Besov spaces. Think of $B_s^q(L_p(\Omega))$ as a space of functions with $s$ derivatives in $L_p$. The actual definitions are complicated because we want to allow fractional $s$ and values of $p$ smaller than one.

5 Characterization of approximation spaces

There is a simple unifying principle for characterizing $A^r$. It establishes two inequalities that link the approximation process to smoothness spaces. To illustrate this procedure, we consider a very classical setting in which the space $X = C[-\pi, \pi]$ consists of continuous and $2\pi$ periodic functions equipped with the $L_\infty$ norm, and the approximation tool consists of the spaces $X_{2n+1} = T_n$ of trigonometric polynomials of degree $\leq n$. This is a linear space of dimension $2n + 1$ with a basis given by $1, \cos x, \sin x, \ldots, \cos nx, \sin nx$.

The most efficient way to characterize the approximation classes $A^r$ for trigonometric approximation is to prove the following two inequalities which hold for all positive integers $k$.

**Jackson inequality:** For each continuous periodic function $u \in W^k(L_\infty[-\pi, \pi])$, we have

$$e_n(u) \leq C_k\|u^{(k)}\|_{L_\infty n^{-k}} = C_kn^{-k}\|u|_{W^k(L_\infty[-\pi, \pi])}, \quad n = 1, 2, \ldots.$$  

(5.1)

**Bernstein inequality:** For each $T \in T_n$, we have

$$\|T|_{W^k(L_\infty[-\pi, \pi])} = \|T^{(k)}\|_{C[-\pi, \pi]} \leq n^k\|T\|_{C[-\pi, \pi]}, \quad n = 1, 2, \ldots.$$  

(5.2)
The approximation space $\mathcal{A}_\infty^\alpha((X_n), L_p)$ coincides with the Besov space $B_p^\alpha = B_\infty^\alpha(L_p(\Omega))$.

The first inequality is named after Dunham Jackson, who actually proved more subtle inequalities for trigonometric approximation that include (5.1). The second is commonly attributed to Sergei Bernstein. Notice that these inequalities pair together in that the semi-norm $|u|_{W^k(L_\infty)}$ and the factor $n^k$ appearing in both inequalities is the same. For other approximation tools, the challenge is to find a corresponding pair of Jackson and Bernstein inequalities. A typical setting is when linear approximation is done in $L_p(\Omega)$ in which case $W^k(L_\infty(\Omega))$ is replaced by $W^k(L_p(\Omega))$.

Once a pair of Jackson and Bernstein inequalities have been found, the task of characterizing the approximation classes $\mathcal{A}^r$ can be completed by using results from the interpolation of linear operators (see e.g. Chapter 7 of [23]). In the case under discussion, we have that for any $0 < r < k$, $\mathcal{A}^r$ coincides with the real interpolation space $(C[-\pi, \pi], C^k[-\pi, \pi])_{r/k, \infty}$ with equivalent norms. Space does not allow us to go into a lengthy discussion of these interpolation spaces but this is covered in standard textbooks, e.g. [4, 5]. The good news is that these interpolation spaces are known, not only for the pair $C, C^k$ but for most other pairs of classical spaces that appear when analyzing approximation processes. In particular, it is known that $(C[-\pi, \pi], C^k[-\pi, \pi])_{r/k, \infty}$ coincides with the Besov space $B_\infty^\alpha(L_\infty[-\pi, \pi])$, thereby showing that $\mathcal{A}^r$ is also equal to this Besov space with equivalent norms. A similar result holds in the case the approximation is done in $L_p(\Omega)$. Figure 1 gives a graphical description of the above fact. We use a point in the upper right quadrant of $\mathbb{R}^2$ to represent a smoothness space. Such a point $(x, y)$ has two coordinates. The first coordinate depicts the $L_p$ space through $x = 1/p$ and the second coordinate depicts the smoothness $y = r$.

So, characterizing the approximation spaces $\mathcal{A}^r$ for a given approximation tool is reduced to deriving the correct Jackson and Bernstein inequalities for this tool. This may be subtle. In the case of approximation by trigonometric polynomials, we have noted that this follows from classical results on approximation. Let us note that to establish the Jackson inequality in the above setting of trigonometric approximation, one is tempted to use the $n$-th partial sum $S_n(f)$
of the Fourier series since obviously $e_n(u) \leq \|u - S_n(u)\|_{C[-\pi,\pi]}$. But this does not quite work since the operators $S_n$ are not even uniformly bounded on $C[-\pi,\pi]$. Instead, one has to modify $S_n(u)$ through summability methods such as the Cesaro sums. A general summability that works for all $k = 1, 2, \ldots$ was given by Jackson.

6 Nonlinear Approximation

We have already mentioned several examples of nonlinear approximation. To draw out the advantages of nonlinear approximation over its linear counterpart, we consider the simple case of piecewise constant approximation on the interval $\Omega := [0,1]$. Many numerical algorithms, including the prominent finite element methods, are built on approximation by piecewise polynomials over partitions of a domain. The popularity of piecewise polynomials stems from the fact that they are among the simplest functions to compute numerically. While piecewise constant approximation on an interval is, albeit, very simple, most of the results we discuss have analogues for more general polynomial degree and can also be extended to higher Euclidean space dimension. To do our comparison between linear and nonlinear approximation, we measure distortion in the $L_\infty$ norm. Similar results hold for approximation in $L_p$ norms or even in Sobolev or Besov norms.

6.1 Linear approximation with piecewise constants

In linear approximation, the partitions are fixed in advance. The most natural and democratic choice is to choose intervals of equal size. We therefore introduce for every integer $n \geq 1$, the uniform partition

$$\mathcal{P}_n := \left\{ \left[ \frac{k-1}{n}, \frac{k}{n} \right] : k = 1, \ldots, n \right\}. \quad (6.1)$$

We denote by $\mathcal{S}_n$ the linear space consisting of all piecewise constant functions subordinate to $\mathcal{P}_n$, i.e., all functions of the form

$$g = \sum_{I \in \mathcal{P}_n} c_I \chi_I, \quad (6.2)$$

where $c_I$ are real numbers and $\chi_A$ denotes the characteristic function of a set $A$. Thus, $\mathcal{S}_n$ is a linear space of dimension $n$ spanned by the set $\{\chi_I\}_{I \in \mathcal{P}_n}$ of basis elements. Figure 6.1 depicts a typical function in $\mathcal{S}_n$.
The spaces $\mathcal{A}^r(C(\Omega), (S_n)_{n \geq 1})$ can be characterized in terms of a very simple notion of smoothness. The characterization of approximation spaces referred to above is given by

$$\mathcal{A}^r = \mathcal{A}^r(C(\Omega), (S_n)_{n \geq 1}) = \text{Lip}_r, \quad 0 < r \leq 1,$$

and the $\mathcal{A}^r$ norm is equivalent to the Lip $r$ norm\(^2\)

$$\|u\|_{\text{Lip}_r} \lesssim \|u\|_{\mathcal{A}^r} \lesssim \|u\|_{\text{Lip}_r},$$

with absolute constants of equivalence for each $r$. The limitation $r \leq 1$ in (6.4) is natural when considering the process of approximation by piecewise constants since it is easy to prove that a function $u$ such that $e_n(u) \leq Cn^{-r}$ for some $r > 1$ is necessarily constant. If we would instead approximate by piecewise polynomials of degree $m$ then the range of $r$ for which the approximation spaces are non-trivial would be $0 < r \leq m + 1$.

While we have advertised that the general way to characterize the approximation classes for a given approximation tool is to prove Jackson and Bernstein inequalities, in the simple setting of piecewise constant approximation, it is easy to prove the characterization directly and we would be remiss not to point this out. For example, to prove the upper inequality in (6.4), for $u \in C(\Omega)$, we define

$$g := \sum_{I \in \mathcal{P}_n} u(\xi_I) \chi_I,$$

where $\xi_I$ is the midpoint of $I$. We clearly have for any $x \in I$ that

$$|u(x) - u(\xi_I)| \leq \|u\|_{\text{Lip}_r}(|I|/2)^r = \|u\|_{\text{Lip}_r}(2n)^{-r},$$

and therefore

$$e_n(u) \lesssim \|u - g\|_{L^\infty(\Omega)} \lesssim \|u\|_{\text{Lip}_r} n^{-r}.$$  

This gives $\|u\|_{\mathcal{A}^r} \lesssim \|u\|_{\text{Lip}_r}$, and therefore the upper inequality in (6.4) holds with constant $1$.

To prove the lower inequality, let $u \in \mathcal{A}^r$ and fix any two points $x, y \in \Omega$. We choose the integer $n \geq 2$ such that $\frac{1}{n} < |x - y| \leq \frac{1}{n-1}$. Let $g \in S_n$ satisfy $\|u - g\|_{L^\infty(\Omega)} \leq \|u\|_{\mathcal{A}^r} n^{-r}$. If $x', y'$ are two points that lie in the same interval $I \in \mathcal{P}_n$, we have $g(x') = g(y')$ and therefore,

$$|u(x') - u(y')| \leq |u(x') - g(x')| + |u(y') - g(y')| \leq 2\|u\|_{\mathcal{A}^r} n^{-r} \leq 2\|u\|_{\mathcal{A}^r} |x - y|^r. \quad (6.8)$$

Returning to our points $x, y$, we have $x \in I$ and $y \in I'$ with $I, I' \in \mathcal{P}_n$ and the intervals $I, I'$ share a common endpoint $a$. Applying (6.8) to $x, a$ and then to $y, a$ we derive that

$$|u(x) - u(y)| \leq |u(x) - u(a)| + |u(y) - u(a)| \leq 4\|u\|_{\mathcal{A}^r} |x - y|^r. \quad (6.9)$$

Hence $\|u\|_{\text{Lip}_r} \lesssim 4\|u\|_{\mathcal{A}^r}$ and we arrive at the lower inequality in (6.4) with constant $1/4$.

The right inequality in (6.4) is called a direct theorem. It shows that the smoothness condition $u \in \text{Lip}_r$ guarantees the rate of approximation $O(n^{-r})$ by the elements of $S_n$. The left inequality in (6.4) shows that a rate of approximation implies that $u$ must have a certain smoothness. Such an implication is called an inverse theorem.

We see that the above result conforms to our general depiction in Figure 5.1 of approximation spaces being characterized by Besov spaces for linear methods of approximation.

\(^2\)We use the notation $A \lesssim B$ to mean that $A \leq CB$ with a constant independent of the primary parameters on which $A$ and $B$ belong. When necessary we indicate the dependence of $C$ on parameters.
6.2 Nonlinear approximation

Now let us turn to nonlinear approximation by piecewise constants in order to see the gain in approximation power. In nonlinear approximation, we do not constrain the partitions but only the number of cells in such a partition. Accordingly, we define \( \Sigma_n \) as the set of all piecewise constant functions with at most \( n \) pieces, namely, the set of all functions of the form

\[
g := \sum_{I \in \mathcal{P}} c_I \chi_I,
\]

where \( \mathcal{P} \) is any partition of \( \Omega \) such that \#(\mathcal{P}) \leq n \). Clearly, \( \Sigma_n \) is not a linear space since the partition \( \mathcal{P} \) can change at each instance. Note, however, that we still have \( \Sigma_n + \Sigma_n \subset \Sigma_{2n} \).

We define the approximation error

\[
\sigma_n(u) := \sigma_n(u)_C(\Omega) := \inf_{g \in \Sigma_n} \|u - g\|_{L_\infty(\Omega)},
\]

and define the approximation classes \( \mathcal{A}^1(\mathcal{C}(\Omega), (\Sigma_n)_{n \geq 1}) \) by using \( \sigma_n \) in place of \( e_n \) in (3.3).

To uncover the gain in nonlinear approximation, it is sufficient to consider the case \( r = 1 \) where we have the following result of Kahane [27]:

\[
\mathcal{A}^1(\mathcal{C}(\Omega), (\Sigma_n)_{n \geq 1}) = BV(\Omega) \cap \mathcal{C}(\Omega),
\]

and, moreover,

\[
2|u|_{\mathcal{A}^1(\mathcal{C}(\Omega), (\Sigma_n)_{n \geq 1})} = V(u, \Omega).
\]

Here, for any interval \( I \), \( V(u, I) \) is the variation of \( u \) on \( I \), which is defined as

\[
V(u, I) := \sup \sum_{i=1}^{m} |u(x_i) - u(x_{i-1})|,
\]

with the supremum taken over all finite sequences \( x_0 < x_1 < \cdots < x_m \) contained in \( I \).

We give a proof of (6.13) since it illustrates some overiding principles that are used in nonlinear approximation. The first is the principle of error equidistribution which is used when establishing direct theorems. It begins with a surrogate for the error of approximation by constants on an interval \( I \). Given such an interval, the median value \( m_I \) of \( u \) on \( I \) satisfies

\[
\|u - m_I\|_{L_\infty(I)} \leq V(u, I)/2.
\]

The principle of error equidistribution says we should choose our partition \( \mathcal{P}^* \) into \( n \) intervals so as to equalize the surrogate bound, i.e. \( V(u, I) \) should be the same for each \( I \in \mathcal{P}^* \).

The variation \( V(u, [a, b]) \) of a continuous function \( u \) on the interval \([a, b]\) depends continuously on \( a, b \) and is set-additive in the sense that \( V(u, [a, b]) = V(u, [a, c]) + V(u, [c, b]) \) for \( a < c < b \). Thus, given our budget \( n \), we can choose points \( 0 =: x_0 < x_1 < \cdots < x_n := 1 \) such that

\[
V(u, I_k) = \frac{M}{n}, \quad k = 1, \ldots, n,
\]

where \( I_k := [x_{k-1}, x_k] \) and \( M := V(u, \Omega) \). Hence the function \( g := \sum_{k=1}^{n} m_{I_k} \chi_{I_k} \) is in \( \Sigma_n \) and satisfies

\[
\sigma_n(u) \leq \|u - g\|_{L_\infty(\Omega)} \leq \frac{V(u, \Omega)}{2n}.
\]
This proves that \(2|u|_{A^1(C(\Omega),\Sigma_{n})_{n\geq 1}} \leq V(u,\Omega)\).

We now consider the converse direction. We assume that \(u \in A^1(C(\Omega),\Sigma_{n})_{n\geq 1}\) and estimate its variation. Let \(g_n \in \Sigma_n\) satisfy
\[
\|u - g_n\|_{L_\infty(\Omega)} \leq M/n, \quad n = 1, 2, \ldots
\]  
with \(M := |u|_{A^1}\). We first estimate the variation of \(g_n\) for any fixed \(n\). Let \(0 = \varepsilon_0(n) < \varepsilon_1(n) < \cdots < \varepsilon_n(n)\) be the breakpoints of the partition for \(g_n\). Since \(u\) is continuous,
\[
V(g_n,\Omega) = \sum_{j=1}^{n-1} |g_n(\varepsilon_j(n)^+) - g_n(\varepsilon_j(n)^-)|
\leq \sum_{j=1}^{n-1} |g_n(\varepsilon_j(n)^+) - u(\varepsilon_j(n)^+)| + |g_n(\varepsilon_j(n)^-) - u(\varepsilon_j(n)^-)|
\leq (n-1)\frac{2M}{n} \leq 2M.
\]

Now, given any points \(t_0 < t_1 < \cdots < t_k\) from \(\Omega\), we have
\[
\sum_{j=1}^{k} |u(t_j) - u(t_{j-1})| = \lim_{n \to \infty} \sum_{j=1}^{k} |g_n(t_j) - g_n(t_{j-1})| \leq \lim_{n \to \infty} V(g_n,\Omega) \leq 2M.
\]

We thereby conclude that \(V(f,\Omega) \leq 2|u|_{A^1}\), as desired.

Let us clearly understand the gain in nonlinear approximation in this example. The nonlinearity allows us to establish an error bound \(\sigma_n(u) \leq C/n\) by only assuming \(u\) has bounded variation. This is a much weaker smoothness assumption than \(u \in \text{Lip 1}\) which was needed to guarantee the same rate for the linear approximation error \(e_n(u)\) according to (6.3). For example, if \(u' \in L^1(\Omega)\) then \(u\) has bounded variation and is continuous. On the other hand, \(u \in \text{Lip 1}\) is equivalent to \(u' \in L^\infty(\Omega)\). So we have the same approximation rate in nonlinear approximation for a much broader class of functions. This is depicted in Figure 6.3. We see that the approximation space \(A^0_q((\Sigma_n),L_p(\Omega))\) corresponds to a smoothness space on the Sobolev embedding line for embedding into \(L_p\). What we do not gain in nonlinear approximation is a better convergence rate for functions which are already in \(\text{Lip 1}\): this remain \(O(1/n)\) whether we use linear or nonlinear methods.

Another important observation is that for an individual function \(u\), the rate of decay of \(\sigma_n(u)\) might be significantly faster than that of \(e_n(u)\). Consider for example, the function \(u(t) = t^s\) for some \(0 < s < 1\). Such a function belongs to \(\text{Lip } r\) if and only if \(r \leq s\) and therefore the rate of decay of \(e_n(u)\) is exactly \(n^{-s}\). On the other hand, this function has bounded variation and therefore the rate of decay of \(\sigma_n(u)\) is \(n^{-1}\).

### 6.3 Numerical considerations

Finding a partition that exactly achieves equidistribution of the local approximation error is generally not numerically implementable. So, other approaches are needed for a reasonable
Figure 6.3: The figure depicts the smoothness spaces corresponding to nonlinear approximation. Notice that these spaces lie on the Sobolev embedding line for embedding of smoothness spaces into $L_p$.

The numerical implementation of nonlinear approximation by piecewise constants. The most popular alternative is to use some form of adaptive refinement. We shall see that these methods give nearly the same performance as equidistributed partitions.

We fix $u \in C(\Omega)$ and any prescribed target accuracy $\varepsilon > 0$ and describe an adaptive algorithm that constructs a partition $\mathcal{P}_\varepsilon$ such that the error $\varepsilon$ is achieved by piecewise constant approximation on $\mathcal{P}_\varepsilon$. The partition is generated by a sequence of refinements based on dyadic splits. For each interval $I$, we denote by $e(u, I)$, the error in approximating $u$ by a constant in the uniform norm $\| \cdot \|_{C(I)}$ on $I$. It is easy to check that $2e(u, I) = M_I^+ - M_I^-$, where $M_I^+$ and $M_I^-$ are the maximum and minimum values taken by $u$ on $I$. The algorithm begins by checking whether $e(u, \Omega) \leq \varepsilon$. If it is, the algorithm stops and takes $\mathcal{P}_\varepsilon := \{\Omega\}$. If $e(u, \Omega) > \varepsilon$, then $\Omega$ is split into its two half-intervals $[0, \frac{1}{2})$ and $[\frac{1}{2}, 1)$, called children. The current partition is then $\mathcal{P} = \{[0, \frac{1}{2}), [\frac{1}{2}, 1)\}$, i.e., $\Omega$ has been removed and replaced by its two children.

At any given stage of the algorithm, we have a current partition $\mathcal{P}$ consisting of intervals of two types: the collection $\mathcal{P}_G$ of good intervals $I$ for which $e(u, I) \leq \varepsilon$ and the collection $\mathcal{P}_B$ of bad intervals $I$ for which $e(u, I) > \varepsilon$. The next step of the algorithm creates a new partition in which all the good intervals of $\mathcal{P}$ remain but each bad interval $I$ is split and replaced by its two children. The process continues until $\mathcal{P}_B = \emptyset$. For the terminal partition $\mathcal{P}_\varepsilon$ and the resulting approximation $g_\varepsilon := \sum_{I \in \mathcal{P}_\varepsilon} m_I \chi_I$ (with again $m_I$ the median of $u$ on $I$), we clearly have

$$\|u - g_\varepsilon\|_{L^\infty(\Omega)} \leq \varepsilon$$

and so our target accuracy has been met by the algorithm. Since $u$ is continuous, the algorithm will terminate in a finite number of steps (dependent on $u$ and $\varepsilon$). It has the advantage that the resulting algorithm can be described by a binary tree. Its nodes are the intervals that appear at any time in the refinement process. The leaves of the tree determine the intervals in the final partition $\mathcal{P}_\varepsilon$. The tree structure is described graphically in Figure 6.4.
Figure 6.4: The figure shows a typical tree that arises in adaptive partitioning. The leaves of the tree give the final partition. In this case the intervals $[0, 1/4], [1/4, 5/16], [5/16, 11/32], [11/32, 3/8], [3/8, 1/2], [1/2, 1]$
The adaptive algorithm is more restrictive than the previously discussed nonlinear approximation by arbitrary piecewise constants functions, in the sense that the partitions which can arise only include dyadic intervals, i.e. intervals of the form $[2^{-j}k, 2^{-j}(k+1))$ with $j \in \mathbb{N}$ and $k \in \{0, \ldots, 2^j - 1\}$.

The effectiveness of the above adaptive algorithm depends on how large the terminal partition $\mathcal{P}_\epsilon$ is. We present one result which shows a typical way of bounding the cardinality of $\mathcal{P}_\epsilon$. For this, we use the Hardy-Littlewood maximal function defined as follows. If $f \in L^1(\Omega)$ then

$$Mu(x) := \sup_{I \ni x} \frac{1}{|I|} \int_I |u(t)| \, dt, \quad x \in \Omega,$$

where the sup is taken over all intervals $I \subset \Omega$ that contain $x$. This maximal function plays an important role in harmonic analysis and its mapping properties are well-known. For example, when $1 \leq p \leq \infty$,

$$Mu \in L^p(\Omega) \iff u \in L^p(\Omega),$$

and, when $p = 1$,

$$Mu \in L^1(\Omega) \iff |u| \log(1 + |u|) \in L^1(\Omega),$$

with equivalent norms.

We now show that whenever the maximal function of $u'$ is in $L^1(\Omega)$ then

$$\#(\mathcal{P}_\epsilon) \leq \max \{1, \|Mu'\|_{L^1(\Omega)^{\epsilon^{-1}}} \}, \quad \epsilon > 0.$$  \hspace{1cm} (6.25)

The proof of (6.25) is quite simple. We can assume $\#(\mathcal{P}_\epsilon) > 1$. If $I \in \mathcal{P}_\epsilon$ then, we consider its parent $I'$, namely the interval which was split to generate $I$. This interval satisfies $e(u, I') > \epsilon$ and therefore, for any $x \in I$,

$$|I|M(u')(x) = \frac{|I'|}{2} \frac{1}{|I'|} \int_{I'} |u'(t)| \, dt = \frac{V(u, I')}{2} \geq e(u, I') > \epsilon.$$  \hspace{1cm} (6.26)

Of course with a proper choice of $x \in I$, the left side does not exceed $\int_{I} M(u')(s) \, ds$. Hence summing the inequality $\epsilon < \int_{I} M(u')(s) \, ds$ over all $I \in \mathcal{P}_\epsilon$ and using the disjointness of the intervals in $\mathcal{P}_\epsilon$, we arrive at (6.25).

If we choose $\epsilon = \|M(u')\|_{L^1(\Omega)^{n^{-1}}}$, we see that $\mathcal{P}_\epsilon$ is a partition with at most $n$ intervals which achieves the error $\|M(u')\|_{L^1(\Omega)^{n^{-1}}}$. Thus the adaptive algorithm achieves an accuracy $O(n^{-1})$ whenever $|u'| \log(1 + |u'|) \in L^1(\Omega)$ and in particular whenever $u' \in L^p(\Omega)$ for some $p > 1$. This is only a slightly stronger assumption than $u \in BV(\Omega)$ which was needed to guarantee the same rate of decay when allowing arbitrary partitions. On the other hand, it possible to check that the sole assumption $u \in BV(\Omega) \cap C(\Omega)$ is not sufficient to ensure that the adaptive algorithm achieves this rate.

The above results on piecewise constant approximation of univariate functions extend readily to higher order piecewise polynomials (see [23]). One can even stipulate global smoothness of the piecewise polynomial as long as this stipulation does not imply that the piecewise polynomial must reduce globally to a polynomial. We shall not formulate those results yet since they will be
Figure 6.5: The figure depicts the smoothness conditions that guarantee a given approximation rate $O(n^{-\alpha})$ using adaptive partitioning. A sufficient condition that guarantees this order of approximation is that $u$ is in a Besov class $B_\alpha^q(L_\tau)$ with $1/\tau < \alpha + 1/p$ as depicted by the dotted line. Note that this does not characterize the approximation spaces for adaptive approximation; these remain unknown.

a special case of multivariate approximation that we now discuss. Figure 6.5 gives a graphical description of the smoothness spaces that guarantee a given rate of approximation using adaptive approximation.

7 Multivariate approximation by piecewise polynomials

We next consider approximation of functions defined on a domain $\Omega \subset \mathbb{R}^d$. We shall restrict our discussion of multivariate approximation to the two settings most often used in numerical analysis: (i) piecewise polynomial approximation, (ii) $n$ term approximation from a basis.

We begin with piecewise polynomials. The first issue to understand is what partitions can be allowed and still lead to a viable theory. The standard partitioning is to divide the given domain $\Omega$ into cells consisting of parallelepipeds or simplicies. Therefore, it is assumed initially that $\Omega$ is a polyhedral domain. The more generality allowed in the partitioning leads to weaker theory (in the sense of provable results) and more cumbersome numerical implementation.

A major restriction that is usually imposed on the cells in the allowable partitions is that they must be uniformly shape preserving. This means that there is an absolute constant $c_0$ such that each cell $Q$, that appears in any of the partitions, contains a sphere of radius $\geq c_0 \text{diam}(Q)$. When this is applied to cells consisting of triangles or rectangles, this eliminates long thin triangles or rectangles.

We mention two common methods of partitioning in domains $\Omega \subset \mathbb{R}^d$.

**Dyadic partitions:** Let $\Omega = [0,1]^d$. For each $j \geq 0$, we define the set $\mathcal{D}_j$ of dyadic cubes in $\Omega$ of sidelength $2^{-j}$. Thus, $\mathcal{D}_0 = \{\Omega\}$ and $\mathcal{D}_1$ is the set consisting of its $2^d$ children, and so on. These cubes are organized into a tree. Each dyadic cube $Q$ has $2^d$ children and, as long as
$Q \neq \Omega$, it has one parent. Each set $D_j$ is a (uniform) partition of $\Omega$ into $2^{jd}$ cubes. The set $\mathcal{D} := \bigcup_{j \geq 0}$ is the collection of all dyadic cubes in $\Omega$.

We say a collection $\Gamma \subset \mathcal{D}$ is a tree if whenever $Q \in \Gamma$, its parent and all of its siblings are also in $\Gamma$. We obtain such trees by adaptive refinement. Starting with the collection of cubes consisting of $\Omega$ and its children, we mark some of its children for refinement and add the children of the marked cubes to the collection. Continuing in this way of marking and refining, we obtain the tree $\Gamma$. The set $\mathcal{L}(\Gamma)$ of leaves of $\Gamma$ consists of those cubes in $\Gamma$ whose children are not in $\Gamma$. The set of leaves of $\Gamma$ form a partition of $\Omega$.

**Newest vertex bisection:** This method for generating partitions is heavily used in adaptive finite elements. It is easiest to explain in the case $d = 2$. One begins with any polygonal domain $\Omega$ and an initial partitioning $\mathcal{P}_0$ of $\Omega$ into triangles. The sides of the triangles in $\mathcal{P}_0$ are given a labeling of 0 or 1 with the two stipulations: (i) the label depends only on the side and not the triangles (there may be two) containing the side, (ii) each side of a given triangle has exactly one side with label 0. The vertex opposite this side is called the *newest vertex*. It is known that it is always possible to make such an initial assignment [28],[6].

If a triangle $T$ in $\mathcal{P}_0$ is to be subdivided then this is accomplished by bisecting the newest vertex or equivalently the side opposite it. This results in two triangles which are called the children of $T$. The new vertex created by this bisection is defined as the newest vertex for each of the two children that have been created. An adaptive partitioning is obtained by marking some of the triangles in $\mathcal{P}_0$ and then refining them. The partition $\mathcal{P}_1$ is then obtained from $\mathcal{P}_0$ by replacing each of the marked triangles by their two children. This procedure of marking and refining is repeated to generate the partitions $\mathcal{P}_2$, $\mathcal{P}_3$, and so on. Similar to the case of dyadic cubes, such partitioning can be associated to a dyadic forest (a dyadic binary tree emanating from each of the initial triangles in $\mathcal{P}_0$). If at each iteration, every triangle in $\mathcal{P}_j$ is refined to produce $\mathcal{P}_{j+1}$, then this is called *uniform partitioning*.

The *newest vertex bisection* procedure creates triangular partitions $\mathcal{P}_n$, $n = 0, 1, \ldots$, which may be non-conforming, i.e. they may have hanging nodes. They can be represented by a (finite) binary forest whose roots are the elements in $\mathcal{P}_0$ and whose leaves are the elements of $\mathcal{P}_n$. Each such forest is contained in an (infinite) master forest which consists of all triangles that may be generated from $\mathcal{P}_0$ by the newest vertex bisection procedure. We are mainly interested in *conforming* meshes (no hanging nodes), which correspond to a restricted class of finite binary forests. It was shown in [6] that any non-conforming partition $\mathcal{P}_n$ obtained by newest vertex bisection can be further refined so that the resulting partition is conforming and the cost of conforming refinement can be uniformly controlled. Namely, the cardinality of the conforming partition is bounded by a fixed multiple of the cardinality of $\mathcal{P}_n$. Newest vertex bisection can be extended to higher dimensions resulting in binary partitioning of simplicies. An important property of newest vertex bisection (in any space dimension $d$) is that the resulting simplicies are uniformly shape preserving.

Newest vertex subdivision is used in many adaptive algorithms for the numerical solution of PDEs, see e.g. [29] for an up to date discussion of Adaptive Finite Element Methods (AFEMs) for elliptic problems. Recall that the main ingredient in adaptive algorithms is to identify the
cells where the approximation error is the largest and mark them for refinement. The local approximation error on such a cell is assumed to be available in the approximation versions of the algorithm but is not in numerical PDE applications. So, the main challenge in numerical PDEs is to utilize the given computations to identify and mark the cells with large local error. This is accomplished through surrogates for the local error built from residuals. The fact that these surrogates are not equivalent to the true local error complicates the analysis of adaptive finite element methods.

7.1 Approximation classes for piecewise polynomials

Let us summarize the major results for linear and nonlinear approximation by piecewise polynomials.

7.1.1 Linear approximation

In linear approximation, we fix the sequence of partitions \( P_n \) and consider the space \( S^m(P_n) \) of piecewise polynomials of order \( m \) (degree \( m - 1 \)) subordinate to these partitions. We assume, for the moment, that there is no stipulation of global smoothness on the functions in \( S^m(P_n) \). We confine our attention to the case where the partitions \( P_n \) are obtained by uniform subdivision using either dyadic cube refinement or newest vertex refinement. Recall that in our discussion of approximation classes, we want spaces of dimension \( n \) and so for each \( n \), we define \( X_n := S^m(P_m) \) with \( m \) the largest integer such that \( \dim(X_n) \leq n \). This means that these spline spaces are repeated when they occur in the sequence \( (X_n) \).

We fix the space \( L^p(\Omega), 1 \leq p \leq \infty \), in which we measure distortion. In terms of direct theorems, the following is known. If \( u \in W^s(L^p(\Omega)) \) with the integer \( s \leq m \), then the approximation error \( e_n \) satisfies

\[
e_n(u) = e(u, X_n)_{L^p(\Omega)} \leq C(m, p)\|u\|_{W^s(L^p(\Omega))} n^{-s/d}, \quad n = 1, 2, \ldots \tag{7.1}
\]

More generally if \( u \) is in the Besov space \( B^s_\infty(L^p(\Omega)) \), where now \( s \) can be any number with \( 0 < s \leq m \), then

\[
e_n(u) = e(u, X_n)_{L^p(\Omega)} \leq C(r, p)\|u\|_{B^s_\infty(L^p(\Omega))} n^{-s/d}, \quad n = 1, 2, \ldots \tag{7.2}
\]

Notice that (7.2) holds for all \( 0 < s \leq m \), whereas (7.1) is stated only for integers \( m \).

The bound (7.2) does not characterize the approximation space \( A^{s/d} \), it only gives a sufficient condition for \( u \) to be in \( A^{s/d} \). It turns out that, we can actually characterize \( A^{s/d} \) for a certain range of \( s \). Namely,

\[
A^{s/d} = B^s_\infty(L^p(\Omega)), \tag{7.3}
\]

holds for a certain range of \( 0 < s < s^* \). The reason why we have to restrict the range of \( s \) is that we have assumed nothing about the smoothness of the piecewise polynomials. Obviously each piecewise polynomial subordinate to one of the partitions \( P_m \) can be approximated exactly once \( n \geq m \). If we assume smoothness on the piecewise polynomials, we can increase the range of \( s \) for which (7.3) holds up the order of smoothness we impose. However, we then run the
risk of destroying the local degrees of smoothness of the spline space. All these questions have a precise answer once the partitions and the continuity conditions on the piecewise polynomials is given.

7.2 Nonlinear piecewise polynomial approximation

We have seen in the univariate case the advantages of nonlinear approximation by piecewise polynomials. Namely, we have seen that we can obtain a specific rate of approximation with weaker assumptions on the target function $u$ by allowing the partition for the piecewise polynomial be customized to the target function $u$. This paradigm persists in the case of multivariate approximation as we now briefly discuss.

The most commonly used method of nonlinear approximation for multivariate piecewise polynomials is adaptive approximation. This can be carried out for various settings in which the partitions are polyhedral cells. We restrict our discussion to simplicial decomposition and the newest vertex refinement strategy. We assume our domain $\Omega$ is a polyhedral domain which is initially partitioned into a finite set $P_0$ of simplicial cells with an admissible labelling so that newest vertex subdivision can be applied.

If we execute an adaptive strategy of marking the cells with largest local error, we obtain adaptive partitions that can be associated to binary trees. We denote by $\mathcal{P}_n$, the set of all partitions $\mathcal{P}$ that can be obtained from $P_0$ by applying $n$ newest vertex subdivision and further denote by $\Sigma_n = \Sigma_n^m$, the set of all piecewise polynomials of order $m$ which are subordinate to one of the partitions of $\mathcal{P}_n$. For the moment, we impose no smoothness conditions on the elements of $\Sigma_n^m$. Clearly, $\Sigma_n^m$ is a nonlinear space.

The elements in $\Sigma_n^m$ are generally obtained through adaptive partitioning, i.e. recursively marking certain cells for refinement. To describe the approximation power of this form of nonlinear approximation, we introduce the approximation error

$$
\sigma_n(u)_{L^p(\Omega)} := \inf_{g \in \Sigma_n} \| u - g \|_{L^p(\Omega)}, \quad n \geq 1,
$$

and the associated approximation classes $\mathcal{A}^r = \mathcal{A}^r((\Sigma_n), L^p(\Omega))$. The following general direct theorem holds

$$
\sigma_n(u)_{L^p(\Omega)} \leq |u|_{B^{s/d}_\infty(L^p(\Omega))} n^{-s/d}, \quad n \geq 1,
$$

provided $\tau > (s/d + 1/p)^{-1}$.

Let us make some comments on the above direct result. The condition that $u \in B^s_{\infty}(L^p(\Omega))$ with $\tau > (s/d + 1/p)^{-1}$, which guarantees the approximation rate $O(n^{-s/d})$ corresponds to requiring that this Besov space lies above the Sobolev embedding line. Thus, the analogue of Figure 6.3 holds with the following modifications. The Sobolev embedding line is now $1/\tau = s/d + 1/p$. The reason we require that the Besov space lies strictly above the embedding line is because we are using a form of adaptive approximation.

There is no exact characterization of the approximation classes $\mathcal{A}^r$ in this setting. However, when global smoothness is imposed on the approximants in $\Sigma_n$, then there is a range (depending on the smoothness imposed) for which one almost has a converse. Namely, if $u$ is in $\mathcal{A}^{s/d}$ then
it must be in the Besov space $B^s_{\tau}(L^p_\tau(\Omega))$ with $1/\tau = s/d + 1/p$. For a proof of the above results and further elaboration the reader should consult [7].

7.3 Implications of pp theory

Approximation theory has played a significant role in proving the optimality of adaptive finite element algorithms. It is shown in [6, 17] that for a class of elliptic problems on a Lipschitz domain, certain AFEMs, built on newest vertex refinements, provide an approximation error $O(n^{-r})$ whenever the solution $u$ is in the approximation class $\mathcal{A}^r$ for adaptive approximation. In this sense, these AFEMs cannot be improved. That is, once the decision was made to use piecewise polynomial approximation built on newest vertex refinement, no algorithm can do better in terms of rate of approximation. The results of [6] have been extended and improved in many directions (see [29]).

Beyond proving optimality, approximation theory gives an a priori determination of the class of problems for which adaptive algorithms perform well. This is accomplished by first showing [7], that the approximation classes $\mathcal{A}^r$ for adaptive approximation are related to Besov smoothness. Namely, a function $u$ is in $\mathcal{A}^r$ whenever it is in a Besov space $B^s_q(L^p_\tau(\Omega))$ which compactly embeds into $H^1(\Omega)$. By the Sobolev embedding theorem such a compact embedding holds if and only if $s - 1 > d/p - d/2$. Then, regularity theorems for elliptic problems (see [18]) clarify for which elliptic problems, i.e. for which right sides $f$ and which diffusion coefficients, the solution $u$ lies in such Besov spaces. We will discuss elliptic problems in more detail in our last lecture.

8 Basis approximation

Another popular class of approximation methods begins with a basis of functions for $X$ and uses linear combinations of these basis elements for the approximation. To understand the distinction between linear and nonlinear methods in this setting, we consider the simplest case where $X = \mathcal{H}$ is a separable Hilbert space with inner product $\langle \cdot , \cdot \rangle$ and its induced norm $\|u\|_{\mathcal{H}} := \langle u, u \rangle^{1/2}$. The prototypical example for $\mathcal{H}$ would be the space $L^2(\Omega)$. Let $\Psi = \{\psi_1, \psi_2, \ldots \}$ be an orthonormal basis for $\mathcal{H}$ which means that each element $u \in \mathcal{H}$ has a unique expansion

$$u = \sum_{k=1}^{\infty} c_k \psi_k, \quad c_k := c_k(u) := \langle u, \psi_k \rangle. \quad (8.1)$$

For an important concrete example, the reader may keep in mind the space $\mathcal{H} = L^2[-\pi, \pi]$ of square integrable $2\pi$ periodic functions and the Fourier basis.

8.1 Linear basis approximation

In linear approximation, we consider the nested linear spaces

$$\mathcal{H}_n := \text{span}\{\psi_1, \ldots, \psi_n\}, \quad n \geq 1. \quad (8.2)$$
Given \( u \in \mathcal{H} \), the function \( P_n u := \sum_{k=1}^{n} c_k(u) \psi_k \) is the best approximation to \( f \) from \( \mathcal{H}_n \). The operator \( P_n \) is the orthogonal projector onto \( \mathcal{H}_n \).

The error we incur in this form of linear approximation is given by

\[
e_n(f) := e_n(u)_{\mathcal{H}} := \|u - P_n u\|_{\mathcal{H}} = \left( \sum_{k=n+1}^{\infty} |c_k(u)|^2 \right)^{1/2}.
\]

We notice that \( e_n(u) \) tends monotonically to 0. We are in the wonderful situation of having an explicit formula for the error of approximation in terms of the coefficients \( c_k(f) \). From this, one can easily deduce that for any \( r > 0 \), the approximation space \( \mathcal{A}' = \mathcal{A}'(\mathcal{H}, (\mathcal{H}_n)_{n \geq 1}) \) is characterized by the condition

\[
\sum_{2^j \leq k < 2^{j+1}} |c_k(u)|^2 \leq M^2 2^{-2jr}, \quad j \geq 0,
\]

and the smallest constant \( M = M(f) \) in (8.4) is equivalent to the \( \mathcal{A}' \) norm. The condition (8.4) reflects a decay property of the coefficients \( c_k(f) \) in an averaged sense. One can view this as a smoothness condition whose exact form depends on the basis \( \Psi \). In the case of the Fourier basis, note that a slightly stronger condition than (8.4) is that the series \( \sum_{k \geq 1} |k^r c_k(u)|^2 \) converges. When \( r \) is an integer this means that all derivatives \( u^{(m)} \) for \( 0 \leq m \leq r \) belong to \( L^2[-\pi, \pi] \), or equivalently \( u \) belongs to the periodic Sobolev space \( W^r(L^2[-\pi, \pi]) \). It is also possible to prove that the condition (8.4) is equivalent to a slightly weaker smoothness condition, namely that \( u \) belongs to the Besov space \( B^r_{\infty}(L^2[-\pi, \pi]) \).

### 8.2 Best \( n \)-term approximation

In nonlinear approximation, rather than approximate \( f \) by the first \( n \) terms of its expansion (8.1), we consider approximation by any \( n \) terms. Namely, we define the set

\[
\Sigma_n := \{ \sum_{j \in \Lambda} d_j \psi_j : \#(\Lambda) \leq n \},
\]

of all \( n \)-term linear combinations of elements of \( \Psi \). Notice that the space \( \Sigma_n \) is not linear. If we add two elements from \( \Sigma_n \), we will generally need \( 2n \) terms to represent the sum. Another view of \( n \)-term approximation is that we approximate any function \( f \) by the elements of a linear space \( W_n \) spanned by \( n \) basis functions, however this space can be chosen depending on \( f \), that is, it is not fixed in advance as was the case for linear approximation.

It is very easy to describe the best approximation to \( f \) from \( \Sigma_n \) and the resulting error of approximation. Given any sequence \( (a_j)_{j \geq 1} \) of real numbers which tend to zero as \( j \to \infty \), we denote by \( (a_k^*)_{j \geq 1} \) the decreasing rearrangement of the \(|a_j|\). Thus, \( a_k^* \) is the \( k \)-th largest of these numbers. For each \( k \), we can find a \( \lambda_k \) such that \( a_k^* = |a_{\lambda_k}| \) but the mapping \( k \mapsto \lambda_k \) is not unique because of possible ties in the size of the entries. The following discussion is impervious to such differences.

If we apply rearrangements to the coordinates \( \{c_j(u)\}_{j \geq 1} \) and denote by \( \Lambda_n := \Lambda_n(u) := \{j_1, \ldots, j_n\} \) the indices of a set of \( n \)-largest coefficients, then the best
approximation to \( u \in \mathcal{H} \) from \( \Sigma_n \) is given by the function
\[
G_n u := \sum_{k=1}^{n} c_{jk}(u) \psi_{jk} = \sum_{j \in \Lambda_n} c_j(u) \psi_j,
\]
and the resulting error of approximation is
\[
\sigma_n(u)^2 = \sigma_n(u)_H^2 = \| u - G_n u \|^2 = \sum_{j \notin \Lambda_n} |c_j(u)|^2 = \sum_{k>n} (c_k^*(u))^2.
\]

While best approximation from \( \Sigma_n \) is not unique, the approximation error \( \sigma_n(u)_H \) is uniquely defined. Also, note that \( \sigma_n(u)_H = \sigma_n(\tilde{u})_H \) if \( u \) and \( \tilde{u} \) have the same coefficients up to a permutation of the indices.

We can use (8.7) to characterize \( \mathcal{A}^r(\mathcal{H}, (\Sigma_n)_{n \geq 1}) \) for any \( r > 0 \) in terms of the coefficients \( c_j(u) \). Given such an \( r > 0 \), we define \( p \) by the formula
\[
\frac{1}{p} = r + \frac{1}{2}.
\]
Notice that \( p < 2 \). The space \( w\ell_p \) (weak \( \ell_p \)) is defined as the set of all \( a = (a_j)_{j \geq 1} \) whose decreasing rearrangement \( (a_k^*)_{k \geq 1} \) satisfies
\[
k^{1/p} a_k^* \leq M, \quad k \geq 1.
\]
and the smallest \( M = M(a) \) for which (8.9) is valid is the quasi-norm \( \|a\|_{w\ell_p} \) of \( a \) in this space. Notice that \( w\ell_p \) contains \( \ell_p \) and is slightly larger since it contains sequences whose rearrangement behaves like \( k^{-1/p} \) which barely miss being in \( \ell_p \). We claim that, with \( c := c(u) := \{c_j(u)\}_{j \geq 1}, \)
\[
\mathcal{A}^r := \mathcal{A}^r(\mathcal{H}, (\Sigma_n)_{n \geq 1}) = \{ u : c(u) \in w\ell_p \},
\]
and \( \|c(u)\|_{w\ell_p} \) is equivalent to \( \|u\|_{A^r}. \)

Indeed, if \( c(u) \in w\ell_p \), then for any \( n \geq 1 \), we have
\[
\sigma_n(u) = \sum_{k>n} (c_k^*(u))^2 \leq \|c(f)\|^2_{w\ell_p} \sum_{k>n} k^{-2r-1} \leq \frac{1}{2r} \|c(u)\|^2_{w\ell_p} n^{-2r}.
\]
In addition,
\[
\|u\|^2_H = \|c(u)\|^2_{\ell_2} \leq \|c(u)\|^2_{w\ell_p} \sum_{k \geq 1} k^{-2r-1} \leq (1 + \frac{1}{2r}) \|c(u)\|^2_{w\ell_p}.
\]
This shows that \( \|u\|_{A^r} \leq (1 + \frac{1}{2r})^{1/2} \|c(u)\|_{w\ell_p}. \)

To reverse this inequality, we note that for any \( k \geq 1 \), the monotonicity of \( c^*(u) \) gives
\[
2^j (c^*_{2j+1}(u))^2 \leq \sum_{k=2j+1}^{2^{j+1}} (c_k(u))^2 \leq \sigma_{2j}(u)^2 \leq \|u\|_{A^r}^2 2^{-2jr}.
\]
For any \( n \), we choose \( j \) so that \( 2^j \leq n < 2^{j+1}. \) If \( j > 0 \), we obtain from the monotonicity of \( c^*(u) \) that
\[
c^*_n(u) \leq c^*_{2j}(u) \leq 2^{j+1/2} \|u\|_{A^r} 2^{-(r+1/2)j} = 2^{1/p} \|u\|_{A^r} 2^{-j/p} \leq 2^{2/p} \|u\|_{A^r} n^{-1/p}.
\]
On the other hand, we clearly have

\[ c^*_i(u) \leq \|u\|_H \leq \|u\|_{A^r}. \quad (8.15) \]

This gives \( \|c(u)\|_{\mathcal{W}^p} \leq 2^{2/p}\|u\|_{A^r} \) and completes the proof of the equivalence.

Let us conclude this example by making some remarks on what we have shown. As we know, the condition \( c(u) \in \mathcal{W}^p, 1/p = r + 1/2 \), is weaker than \( (8.4) \). In particular, it is independent of the ordering of the index set and hence for a fixed ordering, it does not imply any form of decay of the coefficient sequence.

The distinction between linear and nonlinear approximation manifests itself more clearly when considering concrete examples. For example, in the case of Fourier series discussed earlier, the smoothness conditions that ensure \( c(u) \in \mathcal{W}^p \) are typically weaker than those ensuring \( (8.4) \).

The particular case where \( \Psi \) is a wavelet basis and \( X = L_p \) is very popular in image compression and statistics. Keeping with our theme of piecewise constant univariate approximation, let us mention the simplest wavelet. The Haar wavelet is the function

\[ H(x) := \begin{cases} 
-1, & 0 \leq x < 1/2 \\
+1, & 1/2 \leq x \leq 1,
\end{cases} \quad (8.16) \]

Let \( \mathcal{D} \) denote the set of all dyadic intervals in \( \Omega = [0, 1] \). For each \( I \in \mathcal{D} \), \( I = 2^{-k}[j, j+1] \), we can define \( H_I \) as the scaled version

\[ H_I(x) := 2^{k/2} \psi(2^k x - j) \quad (8.17) \]

of \( H \) fit to the interval \( I \). It is easy to see that \( \Psi := \{ \varphi \} \cup \{ H_I \}_{I \in \mathcal{D}} \) is an orthonormal basis for \( L_2[0, 1] \). Indeed, by our previous discussion, the linear combinations of these functions are dense in \( L_2[0, 1] \) and it is easy to check that they are orthonormal. Notice, that it was more convenient to index the Haar basis by the dyadic intervals \( I \in \mathcal{D} \) rather than the integers \( j \geq 1 \).

Every function \( f \in L_2[0, 1] \) has an expansion

\[ f = c_0 \chi_{[0,1]} + \sum_{I \in \mathcal{D}} c_I \psi_I. \quad (8.18) \]

If we consider the linear basis approximation using this basis, it is essentially the same as using approximation using equally spaced partitions as was done in §6.1. In fact the space spanned by \( \chi_{[0,1]} \) and the \( H_I \) with \( |I| < 2^{-k} \) is the same as \( S_{2k} \).

The space \( \Sigma_n \) for the basis problem is similar to that for nonlinear piecewise constant approximation. Again, one confronts a difficulty in implementing the nonlinear basis approximation since one cannot search over all coefficients of \( f \) in order to find its decreasing rearrangement. The remedy for this is to restrict the sets \( \Lambda \) in the nonlinear basis problem to form a tree of dyadic intervals. The resulting approximation tool is called tree approximation. Tree approximation, using the Haar basis, is almost identical to adaptive piecewise constant approximation. One should note that when measuring the distortion in \( L_2[0, 1] \), tree approximation has a very simple and numerically friendly implementation through thresholding. For any \( \epsilon > 0 \), we take the smallest tree that contains all Haar coefficients \( c_I \) with \( |c_I| > \epsilon \). The approximation class
for this implementation of tree approximation is then analogous to the approximation class for adaptive piecewise constant approximation [15].

The Haar wavelet, despite its simplicity, is seldom used in numerical settings because of its lack of smoothness. This leads to the question of whether $H$ can be replaced by a smoother function $\psi$ such that the functions $\psi_I$ obtained by replacing $H$ by $\psi$ in (8.17) form an orthonormal family. The answer was provided by Ingrid Daubechies (see [19]) who constructed a family of such function $\psi$ each of which provides the desired orthogonality. Any order of smoothness can be required of $\psi$ but at the expense of increasing the support of $\psi$.

The Daubechies wavelets and their multivariate analogues are staples in signal processing and statistical estimation. Imaging tasks, such as compression [21, 15] and denoising [26] can be implemented numerically by application of finite filters and simple coefficient operations such as thresholding and quantization. Wavelets are also used for solving operator equations [12, 13, 14]. The theory of nonlinear basis approximation, especially tree approximation, can be used to show that the resulting algorithms in each of these disciplines are order optimal. Approximation theory also describes the properties of the target function which give a prescribed distortion rate as members of certain Besov spaces.

9 The Curse of Dimensionality

Having given this very brief and coarse review of classical approximation theory, let us now turn our focus to the main point of emphasis of these lectures. We have seen that the performance of approximation methods is closely tied to smoothness. Regardless of whether we use linear or nonlinear methods of approximation, the rate of approximation we obtained is governed by the membership of the target function in a classical smoothness space. For example, when using classical linear methods of approximation to capture a function in the sense of $L_p(\Omega)$, $\Omega$ a domain in $\mathbb{R}^d$, by piecewise polynomials or other numerically realizable methods such as wavelet expansions, then whenever $u$ is in the Besov space $B^s_{\infty}(L_p(\Omega))$ (or in $W^s(L_p(\Omega))$, when $s$ is an integer), it can be approximated with error

$$E_n(u)_{L_p(\Omega)} \leq C(s,d) |u|_{B^s_{\infty}(L_p(\Omega))} n^{-s/d}.$$  

We even know that this is a necessary condition in many settings. This result points out the debilitating effect of the space dimension $d$. If $d$ is large, the requirement on $s$ must increase to guarantee a given rate. For example, to attain the asymptotic rate $O(n^{-1})$ requires that $u$ have $d$ derivatives in $L_p(\Omega)$. This does not even take into consideration the effect of the constant $C(s,d)$ appearing in (9.1). It is known that this constant also increases with $d$.

The situation for nonlinear methods is slightly better in that we can achieve the approximation rate $O(n^{-s/d})$ with a slightly weaker Besov space condition such as $u \in B^s_{\infty}(L_p(\Omega))$ provided $\tau > (s/d + 1/p)^{-1}$. Since $\tau$ can be considerably smaller than $p$, this is a weaker requirement on $u$. Note, however, that this improvement given by nonlinear methods does not avoid the curse. We still need an inordinately high amount of smoothness to achieve reasonable approximation error decay. It is just that the form of this smoothness is significantly weaker.
9.1 Widths and Entropy of Classes

The astute reader can rightfully question the above discussion by saying it only applies to the classical methods of approximation like piecewise polynomials or wavelets. Maybe there is some other miraculous way of approximating that avoids this curse. To dispel all doubt on this matter, we turn now to the subject of widths and entropy which examines the optimal performance of all methods of approximation and thereby will show that no methods can avoid this curse.

9.2 Kolmogorov entropy

Let us first consider entropy. Suppose that $K$ is a compact set in the Banach space $X$ with norm $\| \cdot \|_X$. If $\epsilon > 0$, we consider all possible coverings of $K \subset \bigcup_{i=1}^{m} B(x_i, \epsilon)$ using balls $B(x_i, \epsilon)$ of radius $\epsilon$ with centers $x_i \in X$. The smallest number $m = N_\epsilon(K)_X$, for which such a covering exists, is called the covering number of $K$. The Kolmogorov entropy of $K$ is then defined as

$$H_\epsilon(K)_X := \log_2(N_\epsilon(K)_X). \quad (9.2)$$

The Kolmogorov entropy measures the size or massivity of $K$. It has another important property of determining optimal encoding of the elements of $K$. Namely, if $x \in K$ then we can assign to $x$ the binary bits of an index $i$ for which $x \in B(x_i, \epsilon)$. Each $x$ is then encoded to accuracy $\epsilon$ with $\leq \lceil H_\epsilon(K)_X \rceil$ bits and no other encoder can do better for $K$.

It is frequently more convenient to consider the entropy numbers

$$\epsilon_n(K)_X := \inf \{ \epsilon : H_\epsilon(K)_X \leq n \}. \quad (9.3)$$

Typically, $\epsilon_n(K)_X$ decay like $n^{-r}$ for standard compact sets. Not only does $\epsilon_n(K)_X$ tell us the minimal distortion we can achieve with $n$ bit encoding, it also says that any numerical algorithm which computes an approximation to each of the elements of $K$ to accuracy $\epsilon_n(K)_X$ will require at least $n$ operations.

An important issue for us is what are the entropy numbers of the classical smoothness spaces. If $K$ is the unit ball $U(W^s(L_p(\Omega)))$ of a Sobolev space, or a unit ball $U(B^s_q(L_p(\Omega)))$ of a Besov space, then for any Lebesgue space $X = L_\mu(\Omega)$,

$$\epsilon_n(K)_X \geq C n^{-s/d}, \quad n = 0, 1, \ldots. \quad (9.4)$$

This result manifests the massivity of these compact sets as the dimension $d$ increases.

9.3 Widths

There are several types of widths. The most prominent of these is the Kolmogorov width which measures how well $K$ can be approximated through linear spaces of fixed dimension $n$. Given the Banach space $X$ in which we wish to measure error and the compact set $K \subset X$, it is defined by

$$d_n(K)_X := \inf_{\dim(Y) = n} \sup_{u \in K} \inf_{g \in Y} \|u - g\|_X, \quad n = 0, 1, \ldots. \quad (9.5)$$

In other words, given $K$ and any $n$ dimensional linear space, we look at how well $Y$ approximates the elements in $K$ by measuring the worst performance on $K$. Then we optimize over the best
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Y. What is relevant for us is that if $K$ is the unit ball $U(W^s(L_p(\Omega)))$ of a Sobolev space, or a unit ball $U(B^s_q(L_p(\Omega)))$ of a Besov space, then for any Lebesgue space $X = L_\mu(\Omega)$,

$$d_n(K)_X \geq Cn^{-s/d}, \quad n = 0,1,\ldots$$

(9.6)

So the curse cannot be avoided by some judicious choice of $n$ dimensional spaces.

### 9.3.1 Nonlinear widths

There have been several definitions of nonlinear widths that have been proposed to measure optimal performance of nonlinear methods. However, for us, the following definition of manifold width [20] will be the most useful since it matches well numerical algorithms based on nonlinear approximation. To define this width, we consider two continuous functions. The first function $b$ maps each element $x \in K$ into $\mathbb{R}^n$ and the second function $M$ maps $\mathbb{R}^n$ into the set $\mathcal{M}$ (which we view as an $n$-dimensional manifold although we make no assumptions about the smoothness of the image $\mathcal{M}$). The manifold width of the compact set $K$ is then defined by

$$\delta_n(K)_X := \inf_{M,b} \sup_{x \in K} \|x - M(b(x))\|_X.$$  

(9.7)

For typical compact sets $K$ of functions, the manifold widths behave like the entropy numbers. For example, if $K$ is the unit ball of any Besov or Sobolev space of smoothness $s$ which compactly embeds into $L_p(\Omega)$ with $\Omega \subset \mathbb{R}^N$, then (see [22])

$$C_0 n^{-s/N} \leq \delta_n(K)_{L_p(\Omega)} \leq C_1 n^{-s/N}.$$  

(9.8)

We see in (9.8) the curse of dimensionality. In order to obtain just moderate rates of convergence with $n \to \infty$ we need $s$ to be comparable with $N$.

### 9.4 Model classes for functions in high dimension

We have seen that classical smoothness spaces suffer from ‘the curse of dimensionality’. Does this mean that there is no hope to numerically solve problems in high dimensions? This would be the case if all we know about the function $u$ is that it has classical smoothness. On the other hand, we expect that real world problems can be resolved numerically and so the solutions to such problems must have some other properties that make them easier to capture numerically. This train of thought has led to the creation of many new model classes to describe functions in high dimension. These center around notions such as sparsity, variable reduction, or reduced modelling. These topics will be the focal point of the lectures that follow.
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