Abstract

In this lecture, we will study the problem of approximating (or capturing through queries) a function \( f \) defined on \( \Omega \subset \mathbb{R}^N \) with \( N \) very large. We have seen in our first lecture that the usual classification of functions by smoothness alone, leads in high dimension to the curse of dimensionality. So a good part of our discussion will center on what are meaningful classifications of functions in high dimension which avoid this curse. We introduce classes based on variable reduction. Then we turn to the problem of given this model class what would be good points for querying \( f \). We also study classes built on a tensor structure.

1 Model classes for functions in high dimension

We are interested in what are reasonable models for function classes \( \mathcal{F} \) defined on \( \mathbb{R}^N \) when \( N \) is large. (Note that here we are using \( N \) instead of \( d \) to indicate the number of variables.) The ultimate test is whether a proposed model class is commensurate with applications. However, we also need this class to be amenable to computation which in light of the discussion in Lecture 1 means that its manifold width or Kolmogorov entropy of \( \mathcal{F} \) should tend to zero like \( n^{-r} \) for not too small of values of \( r \). Of course this can be achieved by assuming the elements in \( \mathcal{F} \) are very smooth but this may not be reasonable from the viewpoint of the specified application. Another approach is to suppose that, although the elements in \( \mathcal{F} \) depend on \( N \) variables, there are relatively few variables which dominate. Our goal here is to introduce and consider model classes that quantify this idea.

We shall begin by considering the following model classes. We assume that \( \Phi \) is a compact set of continuous functions \( \phi : \Omega \to \Omega_0 \) with \( \Omega \subset \mathbb{R}^N \) compact and \( \Omega_0 \subset \mathbb{R}^k \) also compact. Here \( k \) is fixed and should be viewed as much smaller than \( N \). Let \( K \) be a compact set of functions in \( C(\Omega_0) \) (which is typically the unit ball of some smoothness norm \( \| \cdot \|_{W^s} \)). We consider the class \( \mathcal{F} := \mathcal{F}(K, \Phi) := \{ f = g(\phi) : \phi \in \Phi, g \in K \} \) which will be compact in \( C(\Omega) \). Notice that \( \mathcal{F} \) combines the notions of smoothness and variable reduction. In the case that \( K \) corresponds to a smoothness class for nonlinear approximation (like certain Besov classes) then \( \mathcal{F} \) is also incorporating sparsity.
2 Recovering functions of few variables in high dimension

We begin by considering the special case of the above model classes where $K := U(C^s)$ and $\Phi$ is the set of coordinate projections onto a $k$-dimensional coordinate space. Each $f \in F(K, \Phi)$ is of the form

$$f(x_1, \ldots, x_N) = g(x_{i_1}, \ldots, x_{i_k}), \quad |g|_{C^s} \leq 1$$

(2.1)

where $C^s = C^s([0, 1]^k)$ is the set of functions which have $s$ continuous derivatives, equipped with its usual semi-norm

$$|g|_{C^s(\Omega)} := \max_{|\nu| \leq s} \|D^\nu g\|_{C(\Omega)}.$$

We can allow $s$ to be non-integer by working with Lipshcitz spaces. Notice that $F$ is not a linear space.

The first problem we wish to consider is the following. Suppose we are given a budget of $n$ points for which we can ask the values of $f$. Where should we choose these points in order to best recover $f$ in the norm of $C(\Omega)$ and what is the best error we can receive. This is a special case of what is called optimal recovery. It is also sometimes called directed learning. There are two settings to consider. The first adaptively asks the questions. The $j$-th query can depend on the answer to the first $j-1$ queries. The second one sets once and for all the two settings to consider. The first adaptively asks the questions. The $j$-th query can depend on the answer to the first $j-1$ queries. The second one sets once and for all the $n$ questions (non-adaptive). We shall consider both settings in what follows.

2.1 One variable of dependence

It will be instructive to consider first the case when $f$ depends only on one coordinate variable where the arguments and proofs are most transparent. That is, we suppose $f(x_1, \ldots, x_N) = g(x_j)$ with both $g$ and $j$ unknown to us. We take the domains $\Omega = [0, 1]^N$ and $\Omega_0 := [0, 1]$ for simplicity.

We shall describe first a nonadaptive set of points where we will ask for the values of $f$. This set will be the union of two point sets. The first of these sets is $P := \{P_i := m^{-1}(i, i, \ldots, i)\}_{i=0}^m$ which we call the set of base points. The important property of this set is that when its points are projected onto any of the coordinate axes, we get a set of $m+1$ equally spaced points with spacing $h := 1/m$.

The second set of points we shall need are padding points. These points will be used to find the coordinate $j$. Padding points are associated to a pair of points $P, P' \in P$ and are constructed as follows. Every integer $j \in \{1, \ldots, N\}$ has a unique binary representation $j = 1 + \sum_{k=0}^L b_k(j)2^k$ where $L := \lceil \log_2(N) \rceil - 1$ and each bit $b_k(j)$ is either 0 or 1. Given a pair of points $P, P' \in P$ and a value of $k \in \{0, 1, \ldots, L\}$, we define the point $[P, P']_k$ whose $j$-th coordinate is $P(j)$ (i.e. the same as the $j$-th coordinate of $P$) if $b_k(j) = 0$ and otherwise this coordinate of $[P, P']_k$ is defined to be the same as the $j$-th coordinate of $P'$. Thus any of these padding points corresponds to incrementing about half of the coordinate values from $P$ to $P'$.

We ask for the values of $f$ at the base points in $P$ given above. We also ask for the values of $f$ at the following set $Q$ of padding points. To each pair $P_{i-1}, P_i$, $i = 1, \ldots, m$, of consecutive points, we associate the padding points $[P_{i-1}, P_i]_k$, $k = 0, \ldots, L$. Thus the collection of padding points is $Q := \{[P_{i-1}, P_i]_k, \ i = 1, \ldots, m, \ k = 0, \ldots, L\}$. Clearly there are $m(L+1)$ points in $Q$. 
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After receiving the values of \( f \) at the base points \( \mathcal{P} \) (which are the values \( g(i/m), i = 0, \ldots, m \), of the univariate function \( g \) ), we can construct a function \( \hat{g} = A_m(g) \) which approximates \( g \) to accuracy \( h^s \), \( h := 1/m \) (for example using piecewise polynomials as described in Lecture 1). Namely,
\[
\|g - \hat{g}\|_{C[0,1]} \leq C_s|g|_{C^s}h^s. \tag{2.2}
\]
We can also assume that when \( g = c \) is constant on \( \mathcal{P} \) then \( A_m(g) = c \). The function \( \hat{g}(x_j) \) would provide a good approximation to \( \nu \) for all such pairs. To identify the changing coordinate, we proceed as follows. We consider \( x_j \) at the points \( P_k := [P_i, P_{i'}]_k, k = 0, \ldots, L \). If this value is closest to \( f(P_i) \) we assign the bit \( b_k = 0 \). If this value is closest to \( f(P_{i'}) \) or if there is a tie, we assign the bit \( b_k = 1 \). These bits determine an integer \( j \in \{1, \ldots, N\} \). We define \( \hat{f}(x_1, \ldots, x_N) := \hat{g}(x_j) \).

**Theorem 2.1** If \( f(x_1, \ldots, x_N) = g(x_j) \) with \( g \in C^s \), then the function \( \hat{f} \) defined above satisfies
\[
\|f - \hat{f}\|_{C(\Omega)} \leq C_s|g|_{C^s}h^s. \tag{2.3}
\]

Let us note that the above algorithm asks for the values of \( f \) at \( m + 1 + m(L + 1) \) points. The logarithm in \( L \) is the price we pay for not knowing the change coordinate \( j \).

**Gain of Adaptivity:** If we are willing to use an adaptive algorithm, there is an obvious way to save on the number of queries. From the base points we determine an \( i \) for which \( f(P_i) \neq f(P_{i+1}) \). Then we only need the padding points for the pair \( P_i, P_{i+1} \). Hence, we need a total of \( m + 1 + L + 1 \) points in all. This matches the entropy and manifold width for \( \mathcal{F} \) and hence the above result is optimal. However, let us note that there are more intricate algorithms given in [13] which give the same performance with a non-adaptive algorithm. These same remarks apply to the other algorithms given in this section. So it is an open question whether adaptive algorithms actually perform better than non-adaptive algorithms.

We can also construct an algorithm which will handle the case where \( f \) is not necessarily a function of just one variable but is approximated by such a function. Given the univariate function \( g \), we define the multivariate functions \( G_\nu(x_1, \ldots, x_N) := g(x_\nu) \) for any \( \nu = 1, \ldots, N \). Our new model for \( f \) is that there is a \( j \in \{1, \ldots, N\} \) and an \( \epsilon > 0 \) such that
\[
\|f - G_j\|_{C(\Omega)} \leq \epsilon. \tag{2.4}
\]
We do not know \( g, j \) or \( \epsilon \).

Let us describe the adaptive version of an algorithm for this model class. We use the values of \( f \) at the points \( P_i \in \mathcal{P}, i = 0, \ldots, m \) to determine \( \hat{g} \) as before. Now to find a change coordinate \( j \) from this information, we choose a pair \( (P_i, P_{i'}) \), \( i < i' \), for which \( |f(P_i) - f(P_{i'})| \) is the largest among all such pairs. To identify the changing coordinate, we proceed as follows. We consider the value \( f(Q_k) \) at each of the points \( Q_k := [P_i, P_{i'}]_k, k = 0, \ldots, L \). If this value is closest to \( f(P_i) \) we assign the bit \( b_k = 0 \). If this value is closest to \( f(P_{i'}) \) or if there is a tie, we assign the bit \( b_k = 1 \). These bits determine an integer \( j \in \{1, \ldots, N\} \). We define \( \hat{f}(x_1, \ldots, x_N) = \hat{g}(x_j) \).
Theorem 2.2 Suppose that \( f \) is a function of \( N \) variables for which there is a function \( g \in C^s \) and \( \nu \in \{1, \ldots, N\} \) such that
\[
\|f - G_\nu\|_{C(\Omega)} \leq \epsilon. 
\] (2.5)
Then the function \( \hat{f} \) defined above satisfies
\[
\|f - \hat{f}\|_{C(\Omega)} \leq C_s[\epsilon + |g|_{C^s} h^s].
\] (2.6)

Proof: We consider two cases.

Case 1: We assume in this case that the maximum deviation in the values \( f(P_i), i = 0, \ldots, m, \) is \( > 4\epsilon \). By the definition of \( i, i' \) we have that \( |f(P_i) - f(P_{i'})| > 4\epsilon \). At each of the padding points \( Q_k := [P_i, P_{i'}], k = 0, \ldots, L \), we have \( |f(Q_k) - G_\nu(Q_k)| \leq \epsilon \). Now if \( b_k(\nu) = 0 \) then \( G_\nu(Q_k) = G_\nu(P_i) \) (since \( G_\nu \) is a function only of the \( \nu \)-th variable) and therefore \( f(Q_k) \) is within \( 2\epsilon \) of \( f(P_i) \) but further than \( 2\epsilon \) from \( f(P_{i'}) \). This means that the bit \( b_k \) assigned by the algorithm will be zero and therefore \( b_k = b_k(\nu) \). The same conclusion holds if \( b_k(\nu) = 1 \). Hence the value \( j \) determined by the algorithm is equal to \( \nu \). We therefore obtain
\[
\|f - \hat{f}\|_{C(\Omega)} \leq \|f - G_\nu\|_{C(\Omega)} + \|g - \hat{g}\|_{C([0,1]^s)} \leq \epsilon + C_s|g|_{C^s} h^s.
\] (2.7)
which is the desired inequality.

Case 2: In this case, the maximum deviation of \( f \) over the points \( P_i, i = 0, \ldots, m, \) is \( \leq 4\epsilon \). Hence the maximum deviation of \( g \) over the points \( hL_1 = \{0, 1/m, \ldots, 1\} \) is at most \( 6\epsilon \). We consider the function \( \tilde{g} = g - c \) where \( c \) is the median value of \( g \) on \( hL_1 \). Then \( |\tilde{g}| \leq 3\epsilon \) on \( hL_1 \). Using the fact that \( \tilde{g} \) is in \( C^s \), it follows that \( \|\tilde{g}\|_{C([0,1]^s)} \leq C_s(\epsilon + |g|_{C^s} h^s) \). Furthermore, if \( j \) is the coordinate assigned by our algorithm\(^1\), then \( \|G_\nu - G_j\|_{C(\Omega)} \leq C_s(\epsilon + |g|_{C^s} h^s) \). Hence,
\[
\|f - G_j\|_{C(\Omega)} \leq \|f - G_\nu\|_{C(\Omega)} + \|G_\nu - G_j\|_{C(\Omega)} \leq \epsilon + C_s(\epsilon + |g|_{C^s} h^s),
\] (2.8)
where \( j \) is the coordinate assigned by our algorithm. Finally, using that \( \|\hat{f} - G_j\|_{C(\Omega)} \leq C_s|g|_{C^s} h^s \) we obtain the theorem. Notice that in this case we may have selected a wrong change coordinate \( j \). However, since the maximum deviation of \( f \) over \( P_i, i = 1, \ldots, m, \) is small, estimate (2.6) still holds.

\[\square\]

3 The general case of \( k \) variables

The results we have just obtained for the case of one change variable extend to the general case of \( k \) change variables but the constructions and proofs are more substantial. We shall point out some of the essential new ingredients.

Our starting point is to assume that we have a set \( \mathcal{P} \) of base points in \( \mathbb{R}^N \) with certain properties. Let \( \mathcal{A} \) be a collection of partitions \( \mathbf{A} \) of \( \Lambda := \{1, 2, \ldots, N\} \). Each \( \mathbf{A} \) consists of \( k \) disjoint sets \( A_1, \ldots, A_k \). We require:

Partition Assumption The collection \( \mathcal{A} \) is rich enough that it has the following two properties:

\[\text{\footnote{We use throughout this lecture that a constant, in this case } C_s, \text{ may change from line to line}}\]
(i) given any \( k \) distinct integers \( i_1, \ldots, i_k \in \{1, \ldots, N\} \), there is a partition \( A \) in \( \mathcal{A} \) such that each set in \( A \) contains precisely one of the integers \( i_1, \ldots, i_k \).

(ii) For any \( k + 1 \) distinct integers \( i, i_1, \ldots, i_k \), there is a partition \( A \) such that one of the sets \( A_\nu \) contains \( i \) but none of the other \( i_1, \ldots, i_k \).

Property (i) is called perfect hashing in combinatorics/computer science. It is an interesting question to understand the fewest number of sets \( \mathcal{A} \) that satisfy the **Partition Assumption**. We shall show later that \( C(k) \log N \) partitions suffice. But for now, we assume that we have such a collection \( \mathcal{A} \) in hand and proceed to construct an algorithm for approximating \( f \).

Corresponding to any \( A \in \mathcal{A} \) we construct the set of base points

\[
P = \sum_{i=1}^{k} \alpha_i \chi_{A_i}, \quad \alpha_i \in \{0,1/m, \ldots, 1\}.
\]  

(3.1)

In other words, \( P \) has coordinate value \( \alpha_i \) at each of the coordinate indices in \( A_i \). We denote by \( \mathcal{P} \) the set of all such base points. Note that there are \((m + 1)^k \#(\mathcal{A})\) such base points.

The important property of the base points is:

**Projection Property:** Given any \( j = (j_1, \ldots, j_k) \) and any integers \( 0 \leq i_1, \ldots, i_k \leq m \), there is a point \( P \in \mathcal{P} \) such that the coordinate \( j_\nu \) of \( P \) is \( i_\nu/m \). Said in another way, given any \( k \) dimensional coordinate plane, the projection of \( \mathcal{P} \) onto this plane gives a uniform grid with spacing \( h := 1/m \).

Indeed, it is enough to take a partition \( A \) from \( \mathcal{A} \) such that each \( j_\nu \) is in a different set \( A_i \) of \( A \). Then the point (3.1) with the appropriate value of \( \alpha_i = i_\nu/m \) when \( j_\nu \in A_i \) will have the value \( i_\nu/m \) at coordinate \( j_\nu \).

Next we show how the partitions \( \mathcal{A} \) give a bit representation for any integer \( j \in \{1, \ldots, N\} \). We denote by \( b_A(j) \) the integer \( i \in \{1, \ldots, k\} \) for which \( j \in A_i \). We view the vector \( (b_A(j))_{A \in \mathcal{A}} \) as a bitstream associated to \( j \).  

**Uniqueness Property:** If two integers \( j, j' \) have identical bitstreams, then \( j = j' \).

Indeed, if \( j \neq j' \) then we can find \( A \) such that \( j \) and \( j' \) lie in different partition sets of \( \mathcal{A} \) because of the **Partition Assumption**. Therefore, \( b_A(j) \neq b_A(j') \).

We shall also need padding points. In our analog of the first univariate algorithm, we construct the padding points for certain ordered pairs of base points which we call **admissible pairs**. An ordered pair \( (P, P') \) with \( P \neq P' \) of base points is admissible if: (a) they are subordinate to the same partition \( A \), (b) there is an integer \( i \) such that \( P \) and \( P' \) agree on all of the sets \( A_\nu \neq A_i \) and on \( A_i \), the coordinate values of \( P \) and \( P' \) are each constant and differ by \( 1/m \).

Given \( P \), we see that there are \( 2k \) choices of \( P' \) for which \( P, P' \) is an admissible pair. Namely, we have \( k \) choices for \( A_i \) and once this choice is made there are two choices for the values of \( P' \) on \( A_i \). Hence, there are \( 2k \#(\mathcal{P}) = 2k(m + 1)^k \#(\mathcal{A}) \) admissible pairs.

For each admissible pair \( P, P' \) we define a collection of padding points \( Q = [P, P']_{B,\nu} \) for each \( B \in \mathcal{A}, B \neq A \), and \( \nu \in \{1, \ldots, k\} \) as follows. The \( j \)-th coordinate of \( Q \) for each \( j \in A_\nu, \mu \neq i \), is the common \( j \)-th coordinate of \( P \) and \( P' \). In other words, we do not alter the padding points except on \( A_i \). For each \( j \in A_i \), the \( j \)-th coordinate of \( Q \) is the same as that of \( P' \) if \( j \in A_i \cap B_\nu \).

\footnote{In the language of theoretical computer science we are using here a perfect hash function.}
Otherwise it is the same as that of $P$. In other words, the padding points change some of the coordinates of $P$ to that of $P'$. The coordinates that are changed are precisely those in $B \cap A_i$. We denote the set of all such padding points by $Q$. Since there are $(\#(A) - 1)$ choices of $B$ and $k$ choices of $\nu$ there are at most $k((\#(A) - 1)$ padding points associated to each admissible pair. Thus,

$$
\#(Q) \leq 2k^2\#(P)(\#(A) - 1) = 2k^2(m + 1)^k(\#(A))(\#(A) - 1).
$$

We now proceed to describe an algorithm which is the non-adaptive version of the algorithm for one change coordinate. Again, adaptive questioning would help reduce some on the number of questions we ask.

We assume that $f$ is a function that depends on at most $k$ variables (unknown to us) whose indexing we denote by $j = (j_1, \ldots, j_k)$ with $1 \leq j_1 < j_2 < \cdots < j_k \leq N$. We call the entries in $j$ the change coordinates of $f$. We introduce the following general notation. Given a vector $l = (i_1, \ldots, i_k)$, with $1 \leq i_1 < \cdots < i_k \leq N$, we define the function $G_l$ by $G_l(x_1, \ldots, x_N) = g(x_{i_1}, \ldots, x_{i_k})$. Thus, we know that $f = G_j$.

### 3.1 An Algorithm for Querying $f$:

The Algorithm starts by asking for the values of $f$ at all points in $P \cup Q$. We then proceed to find the change coordinates $j$ as follows. Given any admissible pair $P, P'$, let $A$ be the subordinating partition of $P$ and $P'$ and let $A_i$ be the set in $A$ where $P$ and $P'$ take differing values. We examine the values of $f$ at all the padding points $Q$ associated to this pair. We say the pair $P, P'$ is useful if for each $B \in A$, we have exactly one value $\nu = \nu(B)$ where $f([P, P']_{B, \nu}) = f(P')$ and for all $\mu \neq \nu$, we have $f([P, P']_{B, \mu}) = f(P)$. A useful pair will occur when the set $A_i$ on which $P$ and $P'$ differ contains exactly one change coordinate of $f$ and so by the partition assumption we know there will be useful pairs.

For each such admissible and useful pair, we then define

$$
J_{P, P'} := \bigcap_{B \in A} B_{\nu(B)} \cap A_i
$$

The intention of this set $J_{P, P'}$ is to capture a change variable in $A_i$. We take an intersection to exclude the possibility that $A_i$ actually contains more than one change variable because in this case we cannot identify it.

The following lemma will show that we can identify the change coordinates of $f$. We say that the change coordinate $j_\nu$ is visible at scale $m$ if there exists two points $m^{-1}(i_1, \ldots, i_N)$ and $m^{-1}(i_1', \ldots, i_N')$, $0 \leq i_1, i_1', \ldots, i_N, i_N' \leq m$, which are identical in all coordinates except for the $j_\nu$-th coordinate and $f(m^{-1}(i_1, \ldots, i_N)) \neq f(m^{-1}(i_1', \ldots, i_N'))$. We can always take $i_\nu' = i_\nu + 1$

**Lemma 3.1** The following properties hold:

(i) For each admissible and useful pair $P, P'$ the set $J_{P, P'}$ is either empty or it contains precisely one integer $j$,

(ii) this integer $j$ is one of the change coordinates $j_1, \ldots, j_k$ of $f$. 
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(iii) For each change coordinate \( j \) which is visible at scale \( m \), there is an admissible, useful pair \( P, P' \) for which \( J_{P,P'} = \{j\} \)

**Proof:** (i) Given any two distinct integers \( j, j' \in A_i \), we want to show that not both of these integers can be in \( J_{P,P'} \). To see this, we take a partition \( B \) such that \( j \in B_\nu \) and \( j' \in B_\nu' \) and \( \nu \neq \nu' \). The existence of such a partition follows from the Partition Assumption. From the definition of useful, we cannot have both \( f([P, P']_{B,\nu}) = f(P) \) and \( f([P, P']_{B,\nu'}) = f(P') \). So only one of these integers \( j, j' \) can be in \( J_{P,P'} \).

(ii) Suppose \( J_{P,P'} = \{j\} \). If \( j \) is not a change coordinate then by virtue of the Partition Assumption there is a partition \( B \) in which \( j \) appears in one set \( B_\mu \) and all the change coordinates are outside \( B_\mu \). But since there are no change coordinates in \( B_\mu \), we have \( f([P, P']_{B,\mu}) = f(P) \neq f(P') \). Hence \( \mu \neq \nu(B) \) which is a contradiction to \( j \) being in \( J_{P,P'} \). Thus, \( j \) must be a change coordinate.

(iii) Given a change coordinate \( j \) which is visible at scale \( m \), we know there is a point \( R := m^{-1}(i_1, \ldots, i_N) \) such that incrementing \( i_j \) by one gives a point \( R' := m^{-1}(i'_1, \ldots, i'_N) \) at which the value of \( f \) changes, i.e. \( f(R') \neq f(R) \). By the Partition Assumption, we can choose a partition \( \mathcal{A} \) such that each cell \( A_\mu, \mu = 1, \ldots, k \), contains exactly one change coordinate. Let \( j \) be in cell \( A_i \). Consider the pairs \( P, P' \) subordinate to \( \mathcal{A} \), for which \( P \) and \( P' \) differ only on \( A_i \). We can take such a pair so that \( P \) is identical to \( R \) at each change coordinate and \( P' \) is identical to \( R' \) at each change coordinate. Then, for any \( \mathcal{B} \), we have \( f([P, P']_{B,\nu'}) = f(P') \) if and only if \( j \in B_\nu \). Thus, \( P, P' \) is useful and this also shows that \( j \in J_{P,P'} \), as desired.

The lemma proves that the change coordinates of \( f \) that are visible at scale \( m \) have been identified. There may be \( \ell \leq k \) of these coordinates, so we add arbitrarily \( k - \ell \) coordinates to obtain \( j' \) such that \( j'_\nu = j_\nu \) for any \( \nu \) such that \( j_\nu \) is visible at scale \( m \). On the lattice \( h(i_1, \ldots, i_N), \ 0 \leq i_1, \ldots, i_N \leq m, \) with \( h := m^{-1} \), we have \( f = G_j = G_{j'} \).

We can now identify the values of \( g \) at each of the lattice points \( h\mathcal{L}_k := \{h(i_1, \ldots, i_k)\} \), where \( 0 \leq i_1, \ldots, i_k \leq m \) as follows. We take a partition \( \mathcal{A} \in \mathcal{A} \) for which each coordinate \( j'_\nu \) lies in a different set of the partition. If we take the coordinates of \( P \) to be \( i'_\nu/m \) on the set of \( \mathcal{A} \) which contains \( j'_\nu \), then we obtain a base point \( P \) such that \( f(P) = G_j(P) = G_{j'}(P) = g(h(i_1, \ldots, i_k)) \).

Now that we have the values of \( g \) on the lattice \( h\mathcal{L}_k \), we can find an approximation \( A_m(g) \) which satisfies \( \|g - A_m(g)\|_{C(\Omega_0)} \leq C_s\|g\|_{C^8} h^8 \). We define \( \hat{f}(x_1, \ldots, x_N) := A_m(g)(x_{j'_1}, \ldots, x_{j'_k}) \).

**Theorem 3.2** The number of point values used in Algorithm is \( \leq 2k^2(m + 1)^k(#(\mathcal{A}))^2 \). If \( f = G_j \) with \( g \in C^s \), then the function \( \hat{f} \) defined by Algorithm 1 satisfies \( \|f - \hat{f}\|_{C(\Omega)} \leq C_s\|g\|_{C^8} h^8 \).

**Proof:** The number of point values used is \( #(\mathcal{P}) + #(\mathcal{Q}) \leq (m + 1)^k(#(\mathcal{A})) + 2k^2(m + 1)^k(#(\mathcal{A}))(#(\mathcal{A}) - 1) \leq 2k^2(m + 1)^k(#(\mathcal{A}))^2 \).

To prove the bound on the approximation error, we note that

\[
 f - \hat{f} = G_j - \hat{f} = G_j - G_\nu + G_\nu - \hat{f} = G_j - G_\nu + [g - A_m(g)](x_{j'_1}, \ldots, x_{j'_k}).
\]
The first term on the right satisfies

\[ [G_j - G_{j'}](x_1, \ldots, x_N) = g(x_{j_1}, \ldots, x_{j_k}) - g(x_{j'_1}, \ldots, x_{j'_k}) = \bar{g}(x_{j_1}, \ldots, x_{j_k}, x_{j'_1}, \ldots, x_{j'_k}). \]

Since $\bar{g}$ is a $C^s$ function of $\ell < 2k$ variables which vanishes on the lattice $h\mathbb{L}_\ell$, one finds $\|G_j - G_{j'}\| \leq C_s|g|C^s h^s$. The second term on the right of (3.5) can also be bounded by $C_s|g|C^s h^s$ and we therefore obtain (3.4).

\[ \square. \]

**Remarks:**

1. We show next that there are sets $A$ which satisfy the **Partition Assumption** which contain $\approx 2ke^k \ln N$ elements. This gives a $C(k) |\log N|^2$ bound for the number of queries in the algorithm. One logarithm can be dropped by working adaptively.

2. There is also an adaptive version of the approximation result Theorem 2.2 which we shall not formulate (see [6]).

### 3.2 Constructing separating partitions

The query algorithm we have given begins with a set $A$ of partitions that satisfy the **Partition Assumption**. It is important to know how large $A$ needs to be for this assumption to hold. Indeed $\#(A)$ controls the size of the sets $P$ and $Q$ where we sample $f$. We shall begin by giving a constructive way to find sets $A$ that satisfy the **Partition Assumption** that works in the case $k$ is small. Later we shall give a probabilistic proof that for any $k$ there are sets $A$ which satisfy the **Partition Assumption** and have reasonable cardinality.

The problem of finding sets $A$ satisfying (i) of our **Partition Assumption** is known in theoretical computer science as perfect hashing. Let us consider the case $k = 2$ which will be illustrative of how to do low dimensional constructions. Consider first the collection $B$ of binary partitions $B$ of $\{1, \ldots, N\}$. Thus each $B$ is determined by an integer $\nu \in \Lambda := \{1, \ldots, \lceil \log_2 N \rceil\}$ and gives the two sets $B_0(\nu), B_1(\nu)$ where $B_0$ (respectively $B_1$) consists of all the integers in $\{1, \ldots, N\}$ whose $\nu$-th binary bit is 0 (respectively 1). The collection $B$ will clearly satisfy (i) of the **Partition Assumption** but it will not satisfy (ii). To obtain (ii), we add some additional partitions to $B$. Namely, for each $\nu, \nu' \in \{1, \ldots, \lceil \log_2 N \rceil\}$, $\mu, \mu' = 0, 1$, we consider the new partition given by the two sets

\[ [B_0(\nu) \cap B_\mu(\nu')] \cup [B_1(\nu) \cap B_{\mu'}(\nu')], \quad [B_0(\nu) \cap B_{\bar{\mu}}(\nu')] \cup [B_1(\nu) \cap B_{\bar{\mu}'}(\nu')], \quad (3.6) \]

where $\bar{\mu}$ denotes the complimentary index to $\mu$ (if $\mu = 0$ then $\bar{\mu} = 1$ and vice versa). When these partitions are added to the collection $B$, we obtain a collection $A$ which satisfies both (i) and (ii) of the **Partition Assumption**. To verify (ii), let $j, j_1, j_2$ be three distinct integers from $\{1, \ldots, N\}$ and choose $\nu$ such that $j$ is in one of the $B_i(\nu)$ (say $B_0(\nu)$) and $j_1$ is in the other (say $B_1(\nu)$). If $j_2$ is in $B_1(\nu)$ then we have the desired partition. In the other case, where both $j, j_2$ are in $B_0(\nu)$, we choose a second partition $B_0(\nu'), B_1(\nu')$ which separates $j$ and $j_2$. In this case, we can without loss of generality assume that $j \in B_0(\nu) \cap B_0(\nu')$ and $j_2 \in B_0(\nu) \cap B_1(\nu')$. The integer $j_1$ will be in either $B_1(\nu) \cap B_0(\nu')$ or $B_1(\nu) \cap B_1(\nu')$. Hence one of the partitions in (3.6) will separate $j$ from $j_1, j_2$. Notice that the collection $A$ will have cardinality $\lceil \log_2 N \rceil + 4\lceil \log_2 N \rceil^2$. 
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Constructions of the above form become more unwieldy as $k$ increases. Also they increase the power of $\log_2 N$. However, there are probabilistic arguments which show for any given $k$, the existence of a family $\mathcal{A}$ which satisfies the Partition Assumption and has favorable cardinality.

Suppose we are given $N$ and $k < N$. We are interested in partitions $\mathbf{A}$ of $\Lambda := \{1, \ldots, N\}$ consisting of $k$ disjoint sets $A_1, \ldots, A_k$. We view each $A_i$ as a bucket which will have in it a collection of integers from $\Lambda$. We want to have sufficiently many partitions $\mathbf{A}$ to satisfy the Partition Assumption but we also want a control on the number of such partitions we shall need. We shall see that $2ke^k[\ln N]$ partitions will suffice.

To see this, we let $\phi$ denote the random variable which takes the values $\{1, \ldots, k\}$ with the equal probability $1/k$. Alternatively, one can think of a draw from a box of balls labeled $1, \ldots, k$. We randomly draw a ball, record its label, and then replace the ball into the box to repeat the experiment. We shall take $qN$ independent draws $\phi_j$ of $\phi$. We shall decide $q$ later. Those variables define $q$ random partitions $\mathbf{A} = \mathbf{A}(\phi) = \{A_1(\phi), \ldots, A_k(\phi)\}$, $j = 1, \ldots, q$, as follows. For each $\mu \in \Lambda := \{1, 2, \ldots, N\}$, we place $\mu \in A_\phi(\mu)$ if and only if $\phi_j(\mu) = s(\mu)$. In other words, to create the partition $\mathbf{A}(\phi)$ we run through the integers $1, \ldots, N$ in order and place the integer $\mu$ in the bucket $A_s = A_s(\mu)$ if the $\mu$-th draw is $s$. Notice that for a given $j$, some of the sets $A_1(j), \ldots, A_k(j)$ may be empty.

If we are given $\mathbf{I} = \{i_1, \ldots, i_k\}$ then it is easy to see that the probability that for a given $j$, the partition $\mathbf{A}(j)$ separates the entries of $\mathbf{I}$ into distinct sets is $k!/k^k$. Indeed, the probability that $i_i$ is in $A_j(j)$, for each $i = 1, \ldots, k$, is $k^{-k}$. But any permutation of the $l_i$ will do as well and we have $k!$ of these. So the probability that a random partition does not separate a given $\mathbf{I}$ is $a := (1 - \frac{A}{k^k})$. Therefore, if we have $q$ independent partitions the probability that none of them separates $\mathbf{I}$ is $a^q$. There are $\binom{N}{k}$ $k$-tuples $\mathbf{I}$ when arranged in increasing order. Thus, if $(\binom{N}{k})a^q < 1$ then a set of $q$ random partitions will separate the coordinates of every $\mathbf{I}$ with positive probability.

To see how large we need to take $q$ we use Stirling’s formula to find

$$
\left(\frac{N}{k}\right)^{1 - \frac{k!}{k^k}} \leq \left(\frac{N}{k}\right)^{1 - \frac{\sqrt{2\pi k}}{e^k}} \leq N^{k(1 - e^{-k})^q}
$$

(3.7)

If we take $q \approx 2ke^k \ln N$ and use the fact that $(1 - 1/x)^x \leq e^{-1}$ for $x > 1$, we see that the right side of (3.7) is

$$< N^k e^{-2k \ln N} \leq N^{-k}$$

Thus, we see that if we take $q \geq 2ke^k \ln N$ partitions generated randomly, then with probability greater then $1 - N^{-k}$ the resulting set $\mathcal{A}_0$ will satisfy (i) of the Partition Assumption.

Now we look at random partitions that satisfy condition (ii). Observe that once we assigned $i$ to a set, the probability that $j_1$ is assigned to a different set is $(k-1)/k$, so the probability that $i$ is assigned to one set and all $j_i$’s to other sets is $((k-1)/k)^k$. This means that the probability that for given numbers $i, j_1, \ldots, j_k$ the random partition fails (ii) is $1 - ((k-1)/k)^k$. So the probability that (ii) fails for $q$ independent partitions and for all choices of $j_1, \ldots, j_k$ does not exceed (note we have $k \geq 2$)

$$
\left(\frac{N}{k}\right)^{1 - \left(\frac{k-1}{k}\right)^k} \leq N^k(3/4)^{2ke^k \ln N} = N^{k(1+2e^{k\ln(3/4)})}.
$$

(3.8)
One checks that this is at most $N^{-\beta k}$ with $\beta \geq .2$. Comparing this with the estimate for the probability of failure of (i) we see that with great probability $q \approx 2ke^{k}\ln N$ random partitions satisfy Partition Assumption.

4 A second model class for high dimensional functions

One of the weaknesses of the model classes studied above is that they are very coordinate biased. It would be desirable to have results that hold for general change of bases. Namely, we would like the set $\Phi$ to consist of all $k \times N$ matrices. We will indicate the beginnings of such a theory given in [3]. We will only discuss this theory for $k = 1$.

Consider a function defined for $x \in \Omega := [0,1]^N$ by

$$f(x) = g(a \cdot x),$$

where $g$ is an unknown function on $[0,1]$ and $a = (a_1, \ldots, a_N)$ is an unknown vector with nonnegative coordinate values. We shall assume $\sum_{j=1}^{N} a_j = 1$ (this assumption can always be satisfied by modifying $g$). We will also fix a value of $q < 1$ and assume that $\|a\|_{\ell_q} \leq M$ and try to see what quality of results we can obtain depending on $s$ and $q$.

We are interested in recovering $f$ from a small number of measurements. In order to get a convergence estimate we will assume that $g \in C^s$ for some $s > 1$. To simplify this presentation, we shall assume that $s = 2$. The arguments below generalize easily to any $s > 1$.

Let $h := 1/m$ as before. For convenience of notation, we assume that $|g|_{C^2} = 1$. Let us first note that we can obtain the value of $g$ at any point $t$ by asking for the values of $f$ at $t(1, \ldots, 1)$. We start by asking for the values at the base points of the previous section. Namely, we ask for the values $f(ih, \ldots, ih) = g(ih)$ for $i = 0, \ldots, m$. From this we reconstruct a piecewise linear interpolation $\hat{g}$ of $g$ associated to the grid points $t_i := ih$. Then $\|g - \hat{g}\|_{C([0,1])} \leq h^2$ and $\|g' - \hat{g}'\|_{L_{\infty}[0,1]} \leq h$.

Our next goal is to find an approximation $\hat{a}$ to $a$ by asking for further values of $f$. This is analogous to the padding points in the previous section. Let $A := \max_{0 \leq j \leq m} |g(t_i) - g(t_j)|$ and take a pair of points $t_i < t_j$ which assume $A$. Let $I_0 := [t_i, t_j]$. We ask for the value of $g$ at the midpoint $t$ of $I_0$. If $|g(t_i) - g(t_j)| \geq |g(t_j) - g(t)|$, we define $I_1$ as $[t_i, t]$, otherwise we define $I_1$ as $[t, t_j]$. In either case, the values of $g$ at the two endpoints of $I_1$ differ by at least $A/2$. We continue in this way and define $I_2, \ldots, I_J$ where $J$ is an integer which will be chosen shortly. We do impose now that $2^{-J} \leq h^4$. Now at the two endpoints of $I_J = [\alpha_0, \alpha_1]$, $g$ has values that differ by at least $A2^{-J}$. So there is a point $\xi \in I_J$ where $|g'(\xi)| \geq A$. Let $\delta := |I_J| \leq 2^{-J} \leq h^4$. It follows that

$$|g'(\alpha_0)| \geq |g'(\xi)| - h^4 \geq A - h^4. \quad (4.1)$$

**CASE 1**: $A \leq h^2$. In this case, there is a constant $c$ such that $g - c$ takes values at the points $j/m$ which are in absolute value $\leq h^2/2$. From this and the fact that $|g|_{C^2} = 1$ gives that $\|g - c\|_{C(\Omega_0)} \leq Ch^2$ and $\|\hat{g} - c\|_{C(\Omega_0)} \leq Ch^2$. Hence regardless how we define $\hat{a}$ (as long as $\hat{a} \geq 0$ and $\|\hat{a}\|_{\ell_1} \leq 1$) we will have for $\hat{f} := \hat{g}(\hat{a})$,

$$\|f - \hat{f}\|_{C(\Omega)} \leq \|f - c\|_{C(\Omega)} + \|\hat{f} - c\|_{C(\Omega)} \leq \|g - c\|_{C(\Omega_0)} + \|\hat{g} - c\|_{C(\Omega_0)} \leq Ch^2. \quad (4.2)$$
Case 2: $A > h^2$. In this case we proceed further to find a good approximation to $a$ by asking more questions. Let $\Phi$ be an $n \times N$ Bernoulli compressed sensing matrix and let $r$ be one of its rows. If we ask for the value of $f$ at the point $\alpha_0(1, \ldots, 1) + \delta r$, we receive the value of $g$ at $\alpha_0 + \delta a \cdot r$. We want to use these to compute an approximation to $y_r := a \cdot r$. Observe that

$$|y_r| \leq \|a\|_1 r \|r\|_{\ell_\infty} \leq n^{-1/2}. \quad (4.3)$$

We have the following approximation to $y_r$:

$$\hat{y}_r := \frac{g(\alpha_0 + \delta y_r) - g(\alpha_0)}{g(\alpha_0 + \delta)} = \frac{\delta y_r g'(\alpha_0) + g''(\xi_1) (\delta y_r)^2}{2g'(\alpha_0)} = y_r \frac{1 + \epsilon_1}{1 + \epsilon_2} = y_r + y_r \frac{\epsilon_1 - \epsilon_2}{1 + \epsilon_2}, \quad (4.4)$$

where

$$|\epsilon_1| = \frac{|g''(\xi_1)| \delta |y_r|}{2|g'(\alpha_0)|} \leq \frac{\delta n^{-1/2}}{2(A - h^4)} \quad (4.5)$$

and

$$|\epsilon_2| := \frac{|g''(\xi_2)| \delta}{2|g'(\alpha_0)|} \leq \frac{\delta}{2(A - h^4)}. \quad (4.6)$$

Assuming that $m \geq 2$, we have $A - h^4 \geq 3h^2/4$ and $|\epsilon_2| \leq 2h^2/3 \leq 1/6$. Hence, $(1 + \epsilon_2)^{-1} \leq 6/5$. This gives

$$|y_r - \hat{y}_r| \leq \frac{24}{15} \delta h^{-2} |y_r| \leq 2 |y_r| \delta h^{-2}. \quad (4.7)$$

If we do the above for each row $r$ of $\Phi$ then we will ask for $n$ additional values of $f$ and we will find an approximation $\hat{y}$ to $y = \Phi a$ satisfying

$$\|y - \hat{y}\|_{\ell_1} \leq 2 \delta h^{-2} \|y\|_{\ell_1} \leq 2 \sqrt{n} \delta h^{-2}, \quad (4.8)$$

where we have used that $\|y\|_{\ell_1} \leq \sqrt{n}$.

We now use $\ell_1$-minimization to decode $\hat{y}$ resulting in a vector $\hat{a} \in \mathbb{R}^N$. The following lemma tells us the quality of the approximation of $\hat{a}$ as an approximation to $a$.

**Lemma 4.1** Under the assumptions of Case 2, for any $k = 1, 2, \ldots$, by choosing $n \approx k \log(N/k)$ and $J$ large enough so that $2^{-J} \leq h^4 n^{-3/2} \log(N/n)^{-1/2}$, we find

$$\|a - \hat{a}\|_{\ell_1} \leq C \{\sigma_k(a)_{\ell_1} + h^2\}, \quad (4.9)$$

for an absolute constant $C$.

**Proof:** To start with, we know that

$$\|y - \hat{y}\|_{\ell_2} \leq \sqrt{n} \|y - \hat{y}\|_{\ell_1} \leq 2 n \delta h^{-2} \leq 2 n^{-1/2} h^2, \quad (4.10)$$

and

$$\|y - \hat{y}\|_{\ell_\infty} \leq \sqrt{\log(N/n)}^{-1} \{2 n^{-1/2} \sqrt{\log(N/n)} \delta h^{-2}\} \leq 2 \sqrt{\log(N/n)}^{-1} n^{-1/2} h^2. \quad (4.11)$$

Hence, from the CBMP that there is a vector $z$ with $\Phi(z) = \hat{y} - y$ and

$$\|z\|_{\ell_1} \leq C_0 h^2, \quad (4.12)$$
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where we have used that $\delta \leq 2^{-J}$ and the choice of $J$. Since $\Phi(a+z) = \Phi(\hat{a}) = \hat{y}$, we have from the $\ell_1$ instance optimality in $\ell_1$ that

$$
\|a + z - \hat{a}\|_{\ell_1} \leq C \sigma_k(a + z)_{\ell_q^N} \leq C \{\sigma_k(a)_{\ell_1} + \|z\|_{\ell_1}\} \leq C\{\sigma_k(a)_{\ell_1} + h^2\},
$$

(4.13) where we used $\|z\|_{\ell_1} \leq C_0 h^2$.

**Remark:** We want the resulting $\hat{a}$ to have nonnegative coordinates and $\sum_{j=1}^{N} \hat{a}_j = 1$. We can always modify the $\hat{a}$ above to have this property without effecting the approximation error (4.9) because we know that $a$ has these properties. So in going forward we assume $\hat{a}$ has these properties.

The following theorem now summarized the performance of the algorithm. We formulate the theorem for all $1 < s$ even though we are only proving it for $s = 2$.

**Theorem 4.2** If $f(x) = g(a \cdot x)$ with $\|a\|_{\ell_q^N} = M$ then the above algorithm uses

$$
\leq C(m + m^{\frac{1}{\sigma-1}} \log N)
$$

(4.14) queries of $f$ and returns an approximation $\hat{f}(x) := \hat{g}(\hat{a} \cdot x)$ which satisfies

$$
\|f - \hat{f}\|_{C(\Omega)} \leq C_s\{|g|_{C^s} + \|a\|_{\ell_q^N}\} h^s, \quad h := m^{-1}.
$$

(4.15)

**Proof:** As has been our convention, we give the proof for $s = 2$ under our assumption that $|g|_{C^2} = 1$ and $\|a\|_{\ell_q^N} \leq M$. We ask $m$ question which determines $\hat{g}$ and we know that

$$
\|g - \hat{g}\|_{C[0,1]} \leq h^2.
$$

(4.16) Next, given that $a \in \ell_q$, we can choose $k$ as the smallest integer so that

$$
k^{1-1/q} \leq m^{-2}.
$$

(4.17) Thus, $k \approx m^{\frac{2}{\sigma-1}}$. We now define $n$ to satisfy $n \approx k \log(N/n)$. Finally, we choose $J$ so that

$$
2^{-J} \leq m^{-4} n^{-3/2} [\log(N/n)]^{-1/2}
$$

(4.18) so that the assumptions of Lemma 7.1 apply. We will ask $n$ questions using the compressed sensing matrix and arrive at the approximation

$$
\|a - \hat{a}\|_{\ell_q^N} \leq C(h^2 + \sigma_k(a)_{\ell_q^N}) \leq C(h^2 + M k^{-1/q+1}),
$$

(4.19) where the last inequality uses the fact that $\sigma_k(a)_{\ell_q^N} \leq \|a\|_{\ell_q^N} k^{1-1/q}$ as was proven in our first set of lecture notes.

In total, we have asked $m + J + n$ questions and from this and the definition of $J$ and $n$ one derives (4.14). To verify (4.15) we write $f(x) - \hat{f}(x) = g(a \cdot x) - g(\hat{a} \cdot x) + g(\hat{a} \cdot x) - \hat{g}(\hat{a} \cdot x)$, from which we derive

$$
\|f - \hat{f}\|_{C(\Omega)} \leq \|g - \hat{g}\|_{C(\Omega)} + |g|_{Lip} \|a - \hat{a}\|_{\ell_q^N} \leq C(h^2 + M k^{-1/q+1}) \leq C(1 + M) h^2,
$$

(4.20) where we have used the definition of $k$.

**Remark:** By using manifold widths, one can show that the above result cannot be improved.
5 Approximation of tensors

Another structure that is commonly assume in some application domains such as quantum chemistry is that the target function $f$ has a sparse or compressible representation in terms of tensors. Here there is not yet a definitive quantitative theory and so we will only briefly touch on this subject. We will consider only the case where

Given an integer $r$, we denote by $W^r_{\infty}[0,1]$ the set of all univariate functions on $[0,1]$ which have $r$ weak derivatives in $L_{\infty}$, with the semi-norm

$$|f|_{W^r_{\infty}[0,1]} := \|f^{(r)}\|_{L_{\infty}}.$$  \hspace{1cm} (5.1)

We shall study the following classes of rank one tensor functions defined on $\Omega := [0,1]^d$. If $r$ is a positive integer and $M > 0$, we consider the class of functions

$$\mathcal{F}^r(M) := \left\{ f \in C(\Omega): f(x) = \Pi_{i=1}^d f_i(x_i) \ | \ |f_i|_{L_{\infty}[0,1]} \leq 1, |f_i|_{W^r_{\infty}[0,1]} \leq M, \ i = 1, \ldots, d \right\}.$$  \hspace{1cm} (5.2)

Note that we could equally well replace the bound 1 appearing in the definition by an arbitrary positive value and arrive at the above class by simple rescaling. Note also that whenever $\|f\|_{L_{\infty}(\Omega)} \leq 1$, we can achieve the restriction on the $|f_i|_{L_{\infty}[0,1]}$ in this definition by choosing a scaling of the individual factors so that $|f_i|_{L_{\infty}[0,1]} \leq 1$ for all $i$.

Let us note at the outset that $\mathcal{F}^r$ is closely related to a class of functions with bounded mixed derivatives. We use the notation $D^\nu = D_{x_1}^{\nu_1} \cdots D_{x_d}^{\nu_d}$ for multivariate derivatives. Then, the class of functions $MW^r(L_{\infty})$ consists of all functions $f(x_1, \ldots, x_d)$ for which

$$|f|_{MW^r(L_{\infty}(\Omega))} := \sum_{\nu \in \Lambda_r \setminus \{0\}} \|D^\nu f\|_{L_{\infty}(\Omega)} < \infty,$$  \hspace{1cm} (5.3)

where $\Lambda_r := \{\nu = (\nu_1, \ldots, \nu_d): 0 \leq \nu_i \leq r, i = 1, \ldots, d\}$. We define the norm on this space by adding $\|f\|_{C(\Omega)}$ to the above semi-norm. This is a well studied class of functions, especially for the analysis of cubature formulae. Clearly, we have that $\mathcal{F}^r(M)$ is contained in a finite ball of $MW^r(L_{\infty}(\Omega))$ (see Chapters III and V of [12]). It is known that [2, Lemma 4.9] one can sample functions in $MW^r(L_{\infty}(\Omega))$ on a set of points (called sparse grids) with cardinality $N$ and use these point values to construct an approximation to $f$ with accuracy $C(d,r)\|f\|_{MW^r(L_{\infty}(\Omega))} N^{-r}[\log N]^{(r+1)(d-1)}$ in $L_{\infty}(\Omega)$.

We will give a query algorithm for functions $f \in \mathcal{F}^r$ that was presented in [1] and shown to perform better than sparse grids on this class. The query algorithm works without knowledge of $M$, but would require a bound on $r$. We show that we can query such a function $f$ at $O(N)$ suitably chosen points and from these queries we can construct an approximation $\tilde{f}_N$ that approximates $f$ to accuracy $C(r,d)N^{-r}$. Thus, for rank one tensors, the $[\log N]^{(r+1)(d-1)}$ appearing for mixed norm classes can be removed. Moreover, $\tilde{f}_N$ is again separable, that is, the algorithm preserves this structural property of the original function $f$.

Given a budget $N$, our queries of $f$ will have two stages. The first queries of $f$ occur at a set of $O(N)$ points built from discrepancy theory. If $f(z) \neq 0$ for one of the points $z$ of the initial query then we continue and sample $f$ at $O(N)$ points built from $z$. We then show how
to build an approximation \( \tilde{f}_N \) to \( f \) from these query values which will provide the required accuracy. Before giving this query algorithm, we record some well known results on univariate approximation that will be used in the analysis of our query algorithm.

### 5.1 Univariate approximation

Our construction of approximations of multivariate functions in \( \mathcal{F}(\mathcal{M}) \) is based on the approximation of univariate functions. It is well known that for \( g \in W^r_\infty[0,1] \), given the values \( g(i/N) \), we can construct an approximation \( I_N((g(i/N))_{i=1}^N) \) that satisfies

\[
\|g - I_N((g(i/N))_{i=1}^N)\|_{L_\infty[0,1]} \leq C_1(r) \min\{\|g\|_{L_\infty[0,1]}, |g|_{W^r_\infty[0,1]} N^{-r}\}, \quad N = 1, 2, \ldots \quad (5.4)
\]

There are many ways to construct such an approximation operator \( I_N \). One is to use univariate splines of order \( r \). For example, if \( r = 2 \) then the piecewise linear interpolant to \( g \) at the points \( i/N \) will satisfy \( (5.4) \). Another method is to simply take for each interval \( I = [j - 1/N, j/N] \), \( j = 1, \ldots, N \), a set \( S_j \) of \( r \) consecutive integers \( i+1, \ldots, i+r \) that contain \( j - 1 \) and \( j \), and then define \( g \) on the interval \( I \) as the polynomial of order \( r \) that interpolates \( g \) at the points in \( S_j \).

In going further, we use any such construction of an operator \( I_N \). We note that \( I_N \) needs as input any vector \( y = (y_0, \ldots, y_N) \). The \( y_i \) are usually taken as function values such as \( y_i = g(i/N) \) above.

We need a second result about univariate functions summarized in the following lemma.

**Lemma 5.1** Suppose \( g \in W^r_\infty[0,1] \) is a univariate function that vanishes at \( r \) points \( t_1, \ldots, t_r \in [0,1] \). If \( J \) is the smallest interval that contains all of the \( t_j \), \( j = 1, \ldots, r \), then

\[
|g(t)| \leq \|g^{(r)}\|_{L_\infty[0,1]} |J| + \text{dist}(t, J)^r, \quad t \in [0,1]. \quad (5.5)
\]

**Proof:** Note that each weak derivative \( g^{(k)} \) for \( k = 0, \ldots, r - 1 \) is in \( W^1_k[0,1] \), and can thus be identified with a continuous function. From Rolle’s theorem, for each \( k = 0, \ldots, r - 1 \), there is a point \( \xi_k \) in \( J \) such that \( g^{(k)}(\xi_k) = 0 \). This gives the bound

\[
|g^{(r-1)}(t)| \leq \|g^{(r)}\|_{L_\infty[0,1]} |t - \xi_{r-1}| \leq \|g^{(r)}\|_{L_\infty[0,1]} |J| + \text{dist}(t, J), \quad t \in [0,1]. \quad (5.6)
\]

From this, we obtain the bound

\[
|g^{(r-2)}(t)| \leq \|g^{(r)}\|_{L_\infty[0,1]} |J| + \text{dist}(t, J)|t - \xi_{r-2}| \leq \|g^{(r)}\|_{L_\infty[0,1]} |J| + \text{dist}(t, J)^2, \quad t \in [0,1]. \quad (5.7)
\]

Continuing in this way, we arrive at \( (5.5) \). 

### 5.2 Low-discrepancy point sequences

The first set of query points that we shall employ is a low-discrepancy sequence that is commonly used in quasi-Monte Carlo methods for high-dimensional integration. Roughly speaking, stopping at any place in the sequence gives a well scattered set of points in \( \Omega \). The particular property we are interested in here is that no \( d \)-dimensional rectangle contained in \( \Omega \) can have
large measure without containing at least one of these points. We shall adopt a method for constructing such a sequence given in [9, 10] which rests on base \(q\) expansions. For any prime number \(q\) and any positive integer \(n\), we have a unique base \(q\) representation

\[ n = \sum_{j \geq 0} b_j q^j, \quad b_j = b_j(q, n) \in \{0, \ldots, q - 1\}. \]

The \(b_j\) are the 'bits' of \(n\) in base \(q\). For any \(n < q^m\), this sequence has all zero entries in positions \(j \geq m\).

With the bit sequence \((b_j) = (b_j(n))\) in hand, we define

\[ \gamma_q(n) := \sum_{j \geq 0} b_j q^{-j-1}. \] (5.8)

If \(q\) is fixed, the set of points \(\Gamma_q(m) := \{\gamma_q(n) : 1 \leq n < m\}\) are in \((0, 1)\), and any point \(x \in (0, 1)\) satisfies

\[ \text{dist}(x, \Gamma_q(m)) \leq q/m. \] (5.9)

Indeed, if \(m = q^k\) for some positive integer \(k\), then \(\Gamma_q(m)\) contains all points \(j/m, j = 1, \ldots, m-1\) and so the distance in (5.9) does not exceed \(1/m\). The general result for arbitrary \(m\) follows from this.

**Definition 5.2 (Halton sequence)** Given the space dimension \(d \geq 1\), we choose the first \(d\) prime numbers \(p_1, \ldots, p_d\). The sequence of points \((\hat{x}_k)_{k \in \mathbb{N}}\) in \([0, 1]^d\) is then defined by

\[ \hat{x}_k := (\gamma_{p_1}(k), \ldots, \gamma_{p_d}(k)). \] (5.10)

The following theorem (see [11] and [7]) shows that this sequence of points is well scattered in the sense that we need.

**Theorem 5.3** Let \(\hat{x}_k, k = 1, 2, \ldots,\) be defined as in (5.10). For any \(d\)-dimensional rectangle \(R = (\alpha_1, \beta_1) \times \cdots \times (\alpha_d, \beta_d)\) with \(0 \leq \alpha_i < \beta_i \leq 1\) that does not contain any of the points \(\hat{x}_k, k = 1, \ldots, N\), we have the following bound for the measure \(|R|\) of \(R\):

\[ |R| \leq \frac{C_H(d)}{N}, \] (5.11)

where \(C_H(d) := 2^d \prod_{i=1}^d p_i\).

**Proof:** For completeness, we give the short proof of this lemma. We first consider any \(d\)-dimensional rectangle \(R_0 \subset \Omega\) of the form

\[ R_0 := I_1 \times \cdots \times I_d, \quad I_i := p_i^{-\nu_i}[t_i, (t_i + 1)), \quad i = 1, \ldots, d, \] (5.12)

where the \(\nu_i \in \mathbb{N}\) and satisfy \(p_1^{\nu_1} \cdots p_d^{\nu_d} \leq N\) and the \(t_i\) are positive integers. Such a rectangle obviously has volume \(\geq 1/N\). We shall show that such a rectangle always contains a point \(\hat{x}_k\) for some \(1 \leq k \leq N\) and thus obtain the theorem for rectangles of this special type.
Since $R_0 \subset \Omega$, each $t_i$ is in $\{0, \ldots, p_i^{\nu_i} - 1\}$ and therefore has a unique expansion

$$t_i = \sum_{j=0}^{\nu_i-1} a_{i,j} p_i^j$$

with $a_{i,j} \in \{0, \ldots, p_i - 1\}$. We introduce the integers

$$m_i := \sum_{j=0}^{\nu_i-1} a_{i,\nu_i-j-1} p_i^j, \quad i = 1, \ldots, d,$$

which satisfy

$$\gamma_{p_i}(m_i) = t_i p_i^{-\nu_i}, \quad i = 1, \ldots, d.$$  

From the Chinese remainder theorem, there is an integer $k < p_1^{\nu_1} \cdots p_d^{\nu_d} \leq N$ such that

$$k \equiv m_i \mod p_i^{\nu_i}, \quad i = 1, \ldots, d.$$  

It follows that

$$\gamma_{p_i}(k) = t_i p_i^{-\nu_i} + \epsilon_i, \quad i = 1, \ldots, d,$$

where $0 \leq \epsilon_i < p_i^{\nu_i}$, $i = 1, \ldots, d$. Therefore $\hat{x}_k = (\gamma_{p_1}(k), \ldots, \gamma_{p_d}(k))$ is in $R_0$ and we have proven the theorem in this special case.

We now consider the general rectangle $R$ in the statement of the theorem. We claim that $R$ contains a special rectangle $R_0$ of the form (5.12) of volume larger than $C_H(d)^{-1}|R|$. Indeed, for the given $\alpha_i < \beta_i$, we define $\nu_i$ to be the smallest integer such that there exists an integer $t_i$ with $[t_i p_i^{-\nu_i}, (t_i + 1) p_i^{-\nu_i}) \subset (\alpha_i, \beta_i)$. Then, $\beta_i - \alpha_i < 2p_i^{-\nu_i+1}$, since otherwise $\nu_i$ would not be minimal. This means that $R$ contains a special rectangle $R_0$ with volume $|R_0| \geq C_H(d)^{-1}|R|$. Since $R$ does not contain any of the $\hat{x}_k$, $k = 0, \ldots, N$, the same is true of $R_0$. Hence $|R_0| \leq N^{-1}$ and so $|R| \leq C_H(d)N^{-1}$.

\[\square\]

5.3 The query points and the approximation

We now describe our query points. These will depend on $r$. If $r = 1$, then given our budget $N$ of queries, it would be sufficient to simply query $f$ at the points $\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_N$ in succession. However, when $r > 1$, we will occasionally have to query $f$ at a cloud of points near each $\hat{x}_k$ in order to take advantage of the higher smoothness of $f$. We fix $r \geq 1$ in what follows. We next describe the cloud of points where we might query $f$. We define for each $k = 1, 2, \ldots,$ and each $n \geq k$,

$$\Gamma_n(\hat{x}_k) := \left\{ \hat{x}_k + \sum_{i=1}^{d} j_i e_i : j_i \in \{-r + 1, \ldots, 0, \ldots, r - 1\} \right\} \cap \Omega,$$

where $e_i$, $i = 1, \ldots, d$, is the usual coordinate basis for $\mathbb{R}^d$. For each $k, n$, this set contains at most $(2r - 1)^d$ points and contains at least $r^d$ points. When asked to query $f$ at one of the sets $\Gamma_n(\hat{x}_k)$, we traverse these points in lexicographic order.

Our query algorithm given below will first sample $f$ at point clouds $\Gamma_n(\hat{x}_k)$, $k = 1, \ldots$. If we stipulate the budget $N$ in advance, we can then fix the $n_k$. However, we would like this part
of the sampling to be progressive where if the budget $N$ changes, one still utilizes the previous samples. For this reason, we will occasionally update the assignment of $n_k$.

Given a function $f$ and a budget index $N$, we proceed to query $f$ as follows.

**Query 1:**

**Step 1:** We ask for the value of $f$ at the points in $\Gamma_1(\hat{x}_1)$.

**Step $k$:** We sample $f$ at the points in $\Gamma_k(\hat{x}_k)$. We also return to each $j < k$ where we have already sampled $f$ at the point cloud $\Gamma_n(\hat{x}_j)$ for certain $n$. If the largest value $n = n_j$ where we have done this sampling satisfies $2^{n_j} < k$, then we sample $f$ at the additional points in $\Gamma_k(\hat{x}_j)$.

**Stopping criteria:** If in the process of doing this sampling, we arrive at a point $z$ for which $f(z) \neq 0$, then the querying stops and we go directly to **Query 2**. If it has not stopped earlier, we stop the querying when $k = N$.

Note that the updated queries in **Query 1** occur very infrequently.

**Query 2:** If $f(z) \neq 0$ for the stopping point $z$ of **Query 1**, then for this $z$, define $z^j$ as the vector which agrees with $z$ in all but the $j$-th coordinate and is zero in the $j$-the coordinate. We ask for the value of $f$ at the points

$$\bar{z}_{j,i} := z^j + \frac{i}{N}e_j, \quad i = 1, \ldots, N, \quad j = 1, \ldots, d.$$  \hspace{1em} (5.16)

We define $\Lambda_N(f)$ as the set of points where we have sampled $f$. We want next to bound the cardinality of $\Lambda_N(f)$. Since $\#(\Gamma_n(\hat{x}_k)) \leq (2r - 1)^d$, for all choices $n, k$, the only issue in bounding the number of samples in **Query 1** will be how many times we have resampled $f$ near $\hat{x}_j$. Now, for a given $\hat{x}_j$, we originally sample $f$ at the points $\Gamma_j(\hat{x}_j)$. This sampling will be updated to a sampling $\Gamma_2(\hat{x}_j)$ if $2^j < N$. It will be updated again if $2^{2^j} < N$ and so on. It follows that the only $\hat{x}_j$ whose sampling is updated are those with $j \leq \log_2 N$ and the maximum number of times it is updated is bounded by $\log_2 N$. Thus, the total number of samples taken in **Query 1** does not exceed $(2r - 1)^d[N + (\log_2 N)^2] \leq 2 \cdot (2r - 1)^d N$. This gives that the total number of samples taken is

$$\#(\Lambda_N(f)) \leq C_1(d, r) N, \quad C_1(d, r) := 2(2r - 1)^d + d.$$  \hspace{1em} (5.17)

We now describe how we define the approximation $\tilde{f}_N$ to $f$ constructed from these query values.

**Case 1:** If $f$ vanishes at each of the query points in **Query 1** then we define $\tilde{f}_N$ to be identically zero on $\Omega$.

**Case 2:** If $f(z) \neq 0$ for the stopping point $z$ of **Query 1**, then we define

$$F_j := \mathcal{I}_N(f(\bar{z}_{j,i}))_{i=1}^N, \quad j = 1, \ldots, d,$$

where $\mathcal{I}_N$ is the operator of §5.1. Then, with $A := f(z)$, we define our approximation to $f$ as

$$\tilde{f}_N(x) := A^{-d+1}F_1(x_1) \cdots F_d(x_d).$$  \hspace{1em} (5.18)
5.4 Error of approximation

We now analyze how well \( \tilde{f}_N \) approximates \( f \).

**Theorem 5.4** If \( f \in \mathcal{F}^r(M) \), then for each \( N = 1, 2, \ldots \), we have

\[
\| f - \tilde{f}_N \|_{L^\infty(\Omega)} \leq [C_H(d)]^r (2M)^d N^{-r},
\]

with \( C_H(d) \) as in Theorem 5.3. If, however, Query 1 stops at a point \( z \) where \( f(z) \neq 0 \), and \( N \) satisfies \( C_1(r) M N^{-r} < 1/(2d) \), then

\[
\| f - \tilde{f}_N \|_{L^\infty(\Omega)} \leq 2C_1(r) d M N^{-r}.
\]

The remainder of this section is devoted to the proof of this theorem. We will consider the two cases used for the definition of \( \tilde{f}_N \).

5.5 Proof of Theorem 5.4 in Case 1

We fix an arbitrary \( N \). We begin with

**Remark 5.5** For each \( k = 1, \ldots, N \), there is a \( j \in \{1, \ldots, d\} \) such that \( f_j \) vanishes at \( r \) distinct points in \([0, 1]\) of the form \((\hat{x}_k)_j + t_{i,j}, i \in \{-r+1, \ldots, 0, \ldots, r-1\}\) with \( |t_{i,j}| \leq N^{-1} \).

**Proof of Remark 5.5** We know that \( f \) vanishes at all points in \( \Gamma_{n_k}(\hat{x}_k) \) where \( n_k \) is the last update associated to \( \hat{x}_k \). We also know that \( 2^{-n_k} \leq 1/N \). We now prove the remark for \( t_{i,j} = \frac{1}{r^2} \). Suppose that the statement does not hold, then for this value of \( k \) and for each \( j = 1, \ldots, d \) there is an \( i_j \in \{-r+1, \ldots, 0, \ldots, r-1\} \) such that \( z_j := (\hat{x}_k)_j + (r2^{n_k})^{-1} i_j \in [0, 1] \) and \( f_j(z_j) \neq 0 \). But then \( z := (z_1, \ldots, z_d) \in \Gamma_{n_k}(\hat{x}_k) \) and \( f(z) \neq 0 \), which is the desired contradiction.

For each \( k \), we let \( C_k \) be the set of all such integers \( j \in \{1, \ldots, d\} \) that satisfy the Remark. We refer to the integers \( j \) in \( C_k \) as the colors of \( \hat{x}_k \).

In the case we are considering, we know that \( f \) vanishes at each of the points of Query 1 and that \( \tilde{f}_N = 0 \). Let \( x = (x_1, \ldots, x_d) \in \Omega \). Our goal is to bound the value \( f(x) \). We define

\[
\delta_j := \delta_j(x) := \inf \{|(\hat{x}_k)_j - x_j|: k \in \{1, \ldots, N\} \text{ such that } j \in C_k\}, \quad j = 1, \ldots, d.
\]

In other words, \( \delta_j(x) \) tells us how well we can approximate \( x_j \) by the numbers \((\hat{x}_k)_j\) using those \( k \) for which \( j \) is in \( C_k \).

It follows that the rectangle \( R := \Omega \cap \prod_{j=1}^d (x_j - \delta_j, x_j + \delta_j) \) does not contain any points \( \hat{x}_k \) which have color \( j \) and this is true for each \( j = 1, \ldots, d \). Since, as we have already observed in the Remark, every \( \hat{x}_k \) has some colors, it follows that \( R \) does not contain any of the points \( \hat{x}_k \), \( k = 1, \ldots, N \). From Theorem 5.3, we have that \(|R| \leq C_H(d)/N \). Since \(|R| \geq \prod_{j=1}^d \delta_j \), we obtain

\[
\prod_{j=1}^d \delta_j(x) \leq C_H(d)/N.
\]
Now fix any $1 \leq j \leq d$. We know from the definition of coloring and the definition of $\delta_j$ that there exist $r$ points $t_1, \ldots, t_r \in [0,1]$ contained in an interval $J$ of length $1/N$ such that $\text{dist}(x_j, J) \leq \delta_j$ and $f_j$ vanishes at each of these points. Hence, from Lemma 5.1, we obtain
\[
|f_j(x_j)| \leq \|f^{(r)}\|_{L_\infty[0,1]} (|J| + \delta_j)^r \leq M (N^{-1} + \delta_j)^r \leq 2M \max\{N^{-r}, \delta_j^r\}. \tag{5.23}
\]
It follows that
\[
|f(x)| = \prod_{j=1}^d |f_j(x_j)| \leq 2^d M^d \prod_{j=1}^d \max\{N^{-r}, \delta_j^r\} \leq 2^d M^d [C_H(d)]^r N^{-r}. \tag{5.24}
\]

Here in the derivation of the last inequality we used (5.22) and the fact that all the $\delta_j$, $j = 1, \ldots, d$ are no greater than one. This completes the proof of the theorem in this case.

### 5.6 Proof of Theorem 5.4 in Case 2

We now consider the second possibility where $f(z) = A \neq 0$ for some $z = (z_1, \ldots, z_d)$ used in Query 1. Let $A_j := \prod_{i \neq j} f_i(z_i)$ for $j = 1, \ldots, d$. Sampling $f$ at the points $\tilde{z}_{j,i}$ of (5.16) thus yields the values $f(\tilde{z}_{j,i}) = A_j f_j(i/N)$, $i = 1, 2, \ldots, N$. Hence, from (5.4) we obtain
\[
\|A_j f_j(x) - F_j(x)\|_{L_\infty[0,1]} \leq C_1(r) A_j M N^{-r}, \quad j = 1, \ldots, N.
\]

In other words,
\[
\|f_j - A_j^{-1} F_j\|_{L_\infty[0,1]} \leq C_1(r) M N^{-r}, \quad j = 1, \ldots, N. \tag{5.25}
\]
Since $\prod_{j=1}^d A_j = A^{d-1}$, we can write our approximation in the form $\tilde{f}_N(x) = \prod_{j=1}^d A_j^{-1} F_j(x_j)$.

Hence, the approximation error can be rewritten as
\[
f(x) - \tilde{f}_N(x) = \prod_{j=1}^d f_j(x_j) - \prod_{j=1}^d A_j^{-1} F_j(x_j). \tag{5.26}
\]

Now, for any numbers $y_j, y'_j \in [-L, L]$, $j = 1, \ldots, d$, we have
\[
|y_1 \cdots y_d - y'_1 \cdots y'_d| = \left| \sum_{j=1}^d y_1 \cdots y_{j-1} y'_{j+1} \cdots y'_d (y_j - y'_j) \right| \leq dL^{d-1} \max_{1 \leq j \leq d} |y_j - y'_j|. \tag{5.27}
\]

We use this inequality with $y_j := f_j(x_j)$ and $y'_j := A_j^{-1} F_j(x_j)$, in which case we can take $L := 1 + C_1(r) M N^{-r}$ to obtain
\[
\|f - \tilde{f}_N\|_{L_\infty(\Omega)} \leq d (1 + C_1(r) M N^{-r})^{d-1} C_1(r) M N^{-r}, \tag{5.28}
\]
where we have used (5.25).

For $\varepsilon := C_1(r) M N^{-r}$ we have $\varepsilon < 1/(2d)$ by our assumption, and hence
\[
\left( 1 + \varepsilon \right)^{d-1} = \sum_{\ell=1}^{d-1} d - 1 \left( \varepsilon \right)^{\ell} \leq 1 + (d - 1) \varepsilon + \sum_{\ell=2}^{d-1} ((d - 1) \varepsilon)^{\ell} < 1 + 2(d - 1) \varepsilon.
\]

Using this in (5.28), we obtain $\|f - \tilde{f}_N\|_{L_\infty(\Omega)} \leq d \varepsilon + 2d(d - 1) \varepsilon^2 \leq 2d \varepsilon$, completing the proof of the theorem. \qed
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