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Control problem 

CP              

min
ὓ ɴִי(ɱ)

ꞌ(ό,ὓ όɳ)

div ὓ(ὼ) όɳ = Ὢ  in ɱ 
ό= 0  on ‬ɱ,

 

 

with ɱṒᴙὔ bounded, open,ὪᶰὌ 1 ɱ,   

יִ ɱ a set of measurable matrices functions in 

ɱ,uniformly  bounded and elliptic. It is the set of controls. 

Remark. The PDE considered appears for example in electricity 

or heat conduction. The matrix depends on the material chosen. 

 



Some interesting choices of ִי ɱ ὥὶὩ 

יִ ɱ = ὃὭ…:‫Ὥ 

ά

Ὥ= 1

‫Ὥ᷊=‫Ὦ ,ɲɱ= ,‫Ὥ

m

i= 1

 ||‫Ὥ ‘Ὥ 

יִ ɱ = ὖὸ ὃὭ…‫Ὥ

ά

Ὥ= 1

ὖ:‫Ὥ᷊=‫Ὦ ,ɲɱ= ,‫Ὥ

m

i= 1

 

‫Ὥ ‘Ὥ, ὖὼ orthogonal matrix  

ὃὭ symmetric positive,      ‘Ὥ 0, ‘Ὥ
ά

Ὥ= 1

 |ɱ|, 

More generally that ꞌό,ὓ όɳ, we take ꞌό,ὓ όɳ,‫ά,Ễ,‫1   



Existence of solution: Direct method of the CV 

 

We consider ‫ὲ
Ὥ (and ὖὲ) such that ‫ὲ

Ὥ ‘Ὥ, such that 

ὓὲ= ὖὲ
ὸ ὃὭ…‫ὲὭ

ά

Ὥ= 1

ὖὲ  or  ὓὲ= ὃὭ…,‫ὲὭ

ά

Ὥ= 1

 

we have 

ꞌ(όὲ,ὓὲɳ όὲ,…‫ὲ1 ,Ễ,…(‫ὲά ᴼinf (CP)  

with όὲ the solution of 

div ὓὲ(ὼ) όɳὲ = Ὢ  in ɱ 
όὲ= 0  on ‬ɱ,

 

 



We know that (for a subsequence) 

όὲ ᵪό  in  Ὄ0
1 ɱ  

…‫ὲὭ ᵪ
ᶻ
—Ὥ  in  ὒЊ ɱ,  

0 —Ὥ 1,    —Ὥ
ά

Ὥ= 1

= 1,  —ὭὨὼ ‘Ὥ

ɱ

 

ὖὲᵪ
ᶻ
ὖ  in  ὒЊ ɱὔ×ὔ (ὲέὸ ὲὩὧὩίίὥὶὭὰώ έὶὸὬέὫέὲὥὰ), 

ὓὲɳ όὲ= ὖὲ
ὸ ὃὭ…‫ὲὭ

ά

Ὥ= 1

ὖὲɳ όὲᵪ„  Ὥὲ  ὒ2 ɱὔ 

So, div ὓὲɳ όὲ = Ὢ in ɱᵼ div „= Ὢ in ɱ 



If there exist =‫ὭṒɱ, measurable, with —Ὥ …‫Ὥ, P is 

orthogonal 

„= lim ὖὲ
ὸ ὃὭ

ά

Ὥ= 1

…‫Ὥ ὖὲɳ όὲ= ὖὸ ὃὭ
ά

Ὥ= 1

—Ὥ ὖɳ ό 

and ꞌ satisfies the semicontinuity property 

 liminf ꞌόὲ,ὓὲɳ όὲ,‫ὲ
1,Ễ,‫ὲ

ά ꞌό,ὓ όɳ,‫ά,Ễ,‫1 . 

Then the sets ‫Ὥ the matrix function ὖ and the function ό  

give a solution of  the control problem. 



However in general 

=‫ɰὭ such that —Ὥ …,‫Ὥ ,   ὖ is not orthogonal 

and due to the fact that the product of weak limits is not in 

general the weak limit of the product, we have 

„= limὖὲ
ὸ ὃὭ…‫ὲὭ

ά

Ὥ= 1

ὖὲɳ όὲ ὖὸ ὃὭ—Ὥ
ά

Ὥ= 1

ὖɳ ό 

 

F. Murat (1974) proved there is not solution in general 

 



Theorem (S. Spagnolo 1969,   

           non symmetric case F. Murat, L. Tartar 1974) 

Assume ὒὲ symmetric, ‌ ὒὲ ‍ a.e. in ɱ, 

ὒɱ symmetric  ‌ ὒ ‍ a.e. in   such that (for a subsequence) 

 If     
ὺὲᵪὺ in Ὄ1 ɱ

div ὒὲ(ὼ) ὺɳὲ  Ὣ in Ὄ 1(ɱ)
 

 Then      ὒὲɳ ὺὲᵪὒɳὺ Ὥὲ ὒ
2(ɱ)ὔ.  

In particular,   ὺ satisfies div ὒ(ὼ) ὺɳ = Ὣ  in ɱ 

We say that ὒὲ H-converges to ὒ. 

Key ingredient div-curl lemma by F. Murat, L. Tartar 

όὲᵪό in Ὄ1 ɱ

„ὲᵪ„ in ὒ2 ɱὔ

div „ὲᵪdiv „ in Ὄ 1 ɱ

„ὲϽɳόὲᵪ„ὲϽɳό in ꜠ ᴂɱ. 



Returning to the direct method of the calculus of variations 

We had 

όὲ ᵪό  in  Ὄ0
1 ɱ  

ὓὲɳ όὲ= ὖὲ
ὸ ὃὭ…‫ὲὭ

ά

Ὥ= 1

ὖὲɳ όὲᵪ„  Ὥὲ  ὒ2 ɱὔ 

Then   „= ὓ όɳ in ɱ, for some matrix function ὓ. 

 

What can we say about ὓ? 

 



Definition. For ὴ1,Ễ,ὴάᶰ 0,1 ,В ὴὭά
Ὥ= 1 = 1, we denote by 

fi(ὴ1,Ễ,ὴά) the set of constant matrices ὓ such that 

‫ɱὲ
1,Ễ,‫ὲ

ά, ‫ὲ
Ὥ᷊‫ὲ

Ὦ
= ,ɲ ɱ= ‫ὲ

Ὥ,

ά

Ὥ= 1

 

(ὥὲὨ ὖὲᶰὒ
Њ ɱὔ×ὔ) 

…‫ὲὭᵪ
ᶻ
ὴὭ in ὒЊ ɱ  

ὃὭ…‫ὲὭ

ά

Ὥ= 1

Ὄ
ᴼὓ   έὶ  ὖὲ

ὸ ὃὭ…‫ὲὭ

ά

Ὥ= 1

ὖὲ
Ὄ
ᴼὓ  

The definition does no depend on ɱ. 



Theorem. —1,ȣ,—ά and ὓ are functions such that  

‫ɱὲ
1,Ễ,‫ὲ

ά, ‫ὲ
Ὥ᷊‫ὲ

Ὦ
= ,ɲ ɱ= ‫ὲ

Ὥ,

ά

Ὥ= 1

 

(ὥὲὨ ὖὲᶰὒ
Њ ɱὔ×ὔ) 

…‫ὲὭᵪ
ᶻ
—Ὥ in ὒЊ ɱ  

ὃὭ…‫ὲὭ

ά

Ὥ= 1

Ὄ
ᴼὓ   έὶ  ὖὲ

ὸ ὃὭ…‫ὲὭ

ά

Ὥ= 1

ὖὲ
Ὄ
ᴼὓ  

If and only if ὓ(ὼ) ᶰfi(—1(ὼ),Ễ,—ά(ὼ))  a.e. in ɱ. 



Theorem (F. Murat, L. Tartar, 1985) 

Assume that ꞌ satisfies 

όὲ ᵪό  in  Ὄ0
1 ɱ  

…‫ὲὭ ᵪ
ᶻ
—Ὥ  in  ὒЊ ɱ  -zweak,  

ὓὲɳ όὲ= ὖὲ
ὸ ὃὭ…‫ὲὭ

ά

Ὥ= 1

ὖὲɳ όὲᵪ„  Ὥὲ  ὒ2 ɱὔ 

div ὓὲɳ όὲ ᴼ div„  Ὥὲ  Ὄ 1 ɱ. 

implies  

lɱim
ὲ
ꞌόὲ,ὓὲɳ όὲ,‫ὲ

1,Ễ,‫ὲ
ά = ꞌό,„,—1,Ễ,—ά . 



Then a relaxation of (CP) is given by 

 

RCP        

min ꞌό,ὓ όɳ,—1,Ễ,—ά

—1,Ễ,—ά,0 —Ὥ 1, —Ὥ
ά

Ὥ= 1

= 1, —ὭὨὼ
ɱ

‘Ὥ

ὓᶰfi —1,Ễ,—ά  a.e. in ɱ

 

div ὓ όɳ = Ὢ  in ɱ 
ό= 0  on ‬ɱ,

 



Remark. Assume that 

 

όὲ ᵪό  in  Ὄ0
1 ɱ ,   —ὲ

Ὥᵪ—Ὥ  in  ὒЊ ɱ  -zweak,  

ὓὲᶰfi —ὲ
1, . . ,—ὲ

ὲ , ὓὲɳ όὲᵪ„  Ὥὲ  ὒ2 ɱὔ 

div ὓὲɳ όὲ ᴼ div„  Ὥὲ  Ὄ 1 ɱ. 

implies  

liminf
ὲ
ꞌόὲ,ὓὲɳ όὲ,‫ὲ

1,Ễ,‫ὲ
ά ꞌό,„,—1,Ễ,—ά . 

 



Then problem 

       

min ꞌό,ὓ όɳ,—1,Ễ,—ά

—1,Ễ,—ά,0 —Ὥ 1, —Ὥ
ά

Ὥ= 1

= 1, —ὭὨὼ
ɱ

‘Ὥ

ὓᶰfi —1,Ễ,—ά  a.e. in ɱ

 

div ὓ όɳ = Ὢ  in ɱ 
ό= 0  on ‬ɱ,

 

has a solution but its mínimum can be strictly smaller than the 

infimum of (CP) 



The assumptions made on the functional ꞌ hold for example 

For 

ꞌό,ὓ όɳ,‫ά,Ễ,‫1

= ὫὭὼ,όὨὼ

‫Ὥ

ά

Ὥ= 1

+ Ὤὼ,ό όɳὨὼ

ɱ

+ Ὧὼ,όὓ όɳὨὼ

ɱ

+ ὰὼ,όὓ όɳϽɳόὨὼ.

ɱ

 

 



Remark: The set fi —1,Ễ,—ά  is only known in very few 

cases  

 ά= 2 and ὃ1,ὃ2 are scalar matrices:  

-Tartar,   

-Lurie, Cherkaev 

or in the case of rotations, when ά= 1,2, ὔ= 2 

-Francfort ,Tartar, Murat  

 

 

 

 



Some interesting examples in H-convergence: 

One-dimensional case:  ὓὲᶰὒ
Њ ὥ,ὦ, 0 < ‌ ὓὲ ‍ 

Define ὓ by         ὓὲ
1  χ
ᶻ
ὓ 1  Ὥὲ ὒЊ ὥ,ὦ 

Then                       ὓὲ  χ
Ὄ
ὓ 

Assume  όὲᵪό  in Ὄ0
1 ὥ,ὦ, Ὢὲ Ὢ in Ὄ 1 ὥ,ὦ 

Ὠ

Ὠὼ
ὓὲ
Ὠόὲ
Ὠὼ

= Ὢὲ in ὥ,ὦ. 

Then               
Ὠ

Ὠὼ
ὓ
Ὠό

Ὠὼ
= Ὢ in ὥ,ὦ. 

and (corrector result)   

                         
Ὠόὲ

Ὠὼ

ὓ

ὓὲ

Ὠό

Ὠὼ
ᴼ0  Ὥὲ  ὒ2 ὥ,ὦ 

 

 

 

 



Corollary: In the one-dimensional case 

fi ὴ1,ȣὴά =
ὴὭ

ὃὭ

ά

Ὥ= 1

1

. 

It is the harmonic mean of ὃ1,ȣ,ὃά, with proportions ὴ1,ȣ,ὴά. 

Example: We define ό as the solution of 

4

3

Ὠ2ό

Ὠὼ2
= 1  in 0,1

ό0 = ό1 = 0

  

i.e. 

ό(ὼ) =
3(ὼ ὼ2)

8
. 

 



We consider the control problem (CP) 

inf |ό ό|2Ὠὼ
1

0

 

Ὠ

Ὠὼ
…+‫ 2…(0,1)\ ‫

Ὠό

Ὠὼ
= 1 in (0,1)             

ό0 = ό(1) = 0

ȿ‫ȿ
1

2
. 

Taking  =‫ὲ
2Ὧ

2ὲ
,
2Ὧ+ 1

2ὲ
,

ὲ 1

Ὧ= 0

 

the corresponding solution όὲ converges weakly in Ὄ0
1(0,1) 

and then strongly in ὒ2(0,1). Therefore 

inf CP = 0 



Therefore, if  problem (CP) has a solution, then ‫ɱṒ(0,1) with 

ȿ‫ȿ 1/ 2 such that ό satisfies 

Ὠ

Ὠὼ
…+‫ 2…0,1 \ ‫

Ὠό

Ὠὼ
= 1 in 0,1 .      

Thus, ɱ ὅᶰᴙ, with 

…+‫ 2…0,1 \ ‫

Ὠό

Ὠὼ
=

4

3

Ὠό

Ὠὼ
+ C 

ᵼ
Ὠό

Ὠὼ
ὼ=

3ὅ  if ὼɴ ‫
3

2
ὅ    if  ὼɵ ,‫

 

which is contradiction with the expression of  ό. 



Periodic homogenization 

 

 Consider ( ) ( )N

s

N
YLMY M;  ,1,0 #

¤Í= . 

We denote    ὓ‐ὼ = ὓ
ὼ

‐
. It defines a material constructed 

by repeating periodically a small structure. It is very frequent in 

engineering. 

 



Theorem. We have 

( )ñ ÁÍ"Ð+=

Í­ö
÷

õ
æ
ç

å

Y

NH

N

s

H
H

dywMM

M
x

M

 with   ,  where

                          

xxx

e

x

M

Ὦ

 
ὨὭὺὓ ‚+ ύɳ‚ = 0 in ᴙὔ,ύ‚ᶰὌ#

1 ὣ. 

Remark.           ύ‚= В ‚ὭύὩὭ
ὔ
Ὥ= 1  

Corrector result.      div ὓ
ὼ

‐
όɳὲ = Ὢὲ in ɱ. 

 όὲᵪό  in Ὄ0
1 ɱ, Ὢὲ Ὢ in Ὄ 1 ɱ, ό smooth 

όɳὲὼ όɳὼ ‬Ὥόὼ ώɳύὩὭ
ὼ

‐

ὔ

Ὥ= 1
ᴼ0   in ὒ2 ɱὔ 



A formal proof. 

We look for an expansion of ό‐ of the type 

ό‐ὼ = ό0 ὼ,
ὼ

‐
+ ‐ό1 ὼ,

ὼ

‐
+ ‐2ό2 ὼ,

ὼ

‐
+ Ễ 

where the functions όὭ(ὼ,ώ) are periodic in ώ. 

Replacing this expression in  

div ὓ
ὼ

‐
όɳ‐ = Ὢ in ɱ, ό‐= 0 on ‬ɱ,  

we obtain the equation for the limit ό0 ὼ,
ὼ

‐
= ό0 ὼ of  ό‐ and the 

equation for the corrector ό1.  

It can be justified using two-scale convergence (Allaire, Nguetseng) 

Other proof: Use the general proof by Tartar. 



Particular case: ὓ= ὓ(ώ1). Then, ύ‚=ύ‚(ώ1) solution of 

Ὠ

Ὠώ1
ὓὩ1Ͻ‚+ ὓὩ1ϽὩ1

Ὠύ‚

Ὠώ1
= 0 

This contains the laminations 

 



Theorem (Dal Maso, Kohn) The matrices constructed via 

periodic homogenization are dense in the matrices 

constructed using general homogenization. Namely 

Take ὓὲᵪ
Ὄ
ὓ. Define ὓὲ

 by ‏

ὓὲ
=‚(ὼ)‏ ὓὲ(ὼ+ (ώ‏ ‚+ yɳύ‚

ὲ(ὼ,ώ) Ὠώ
ὣ

 

with ύ‚(ὼ,ώ) periodic in y 

ὨὭὺy ὓὲ(ὼ+ (ώ‏ ‚+ yɳύ‚
ὲ = 0 in ᴙὔ, a.e.ὼɴ ɱ 

Then 

ὓὲ
  .ᴼὓ ὥ.Ὡ‏

when ὲᴼЊ and then ‏ᴼ0. 



Corrector result. (C-D, Couce-Calvo, Martín-Gómez) 

 

      div ὓὲɳ όὲ = Ὢὲ in ɱ. 

όὲᵪό  in Ὄ0
1 ɱ, Ὢὲ Ὢ in Ὄ 1 ɱ, 

lim
ɿ

lim
ὲ

όɳὲὼ+ ώ‏ όɳὼ

‬Ὥόὼ ώɳύὩὭ
ὲ,‏ ὼ

‐

ὔ

Ὥ= 1 ὒ2  ”×ὣ
ὔ

= 0, ”ᶅ> 0, 

 

with  ”= ὼɴ  :  dist ὼ,‬  > ”. 



Corollary: The matrices ὓ defined as 

ὓ‚= ὖὸ(ώ) ὃὭ
ά

Ὥ= 1

…ὣὭ ὖ(ώ) ‚+ yɳύ‚(ώ) Ὠώ
ὣ

 

With  ύ‚ periodic 

divy ὓ(ὼ+ (ώ‏ ‚+ yɳύ‚ = 0 in ᴙὔ, a.e.ὼɴ ɱ 

for ὣὭṒὣ, ὣὭ = ὴὭ, Ὥ= 1,..ά, 

ὖ a rotation matrix a.e. in ὣ, 

are dense in fi(ὴ1,ȣ,ὴά). 

 

A similar result holds in the case without rotations 



Remark: In order to deal with (RCP) we only need to know 

the set 

fi —1,Ễ,—ά ‚, ‚ᶅɴ ᴙὔ. 

Indeed (RCP) can be written as 

RCP2         

min ꞌό,„,—1,Ễ,—ά

0 —Ὥ, —Ὥ
ά

Ὥ= 1

= 1, —ὭὨὼ
ɱ

‘Ὥ

div„= Ὢ  in ɱ 
ό= 0  on ‬ɱ,

„ᶰfi —1,Ễ,—ά όɳ  a.e.  in ɱ.

 

Thus, the control problem does not provide an optimal 

matrix ὓ, but only ὓ όɳ. 



The set fi ὴ1,Ễ,ὴά ‚,  with  ‚ɴ ᴙὔ, is known in the following 

cases: 

If  ὔ= 1, fi ὴ1,Ễ,ὴά =
ὴὭ

ὃὭ

ά

Ὥ= 1

1

. 

Tartar:  Case with rotations, ὔ 2, if ‗Ὥ and ɤi  are the smaller 

and bigger eigenvalues of ὃὭ and denote 

‗ὴ =
ὴὭ

‗Ὥ

ά

Ὥ= 1

1

, ɤὴ = ὴὭɤi

ά

Ὥ= 1

, 

then  

fi ὴ1,Ễ,ὴά ‚= ὄ
ɤὴ+ ‗ὴ

2
‚,
ɤὴ ‗ὴ

2
ȿ‚ȿ. 



C-D,  Couce-Calvo, Martín-Gómez  

In the case without rotations, ὔ 2, ά= 2  

fi ὴ1,ὴ2 ‚ is the set of –ɴ ᴙὔ satisfying 

ὃ2 ὃ1 1
ὃ1

ὴ1
+
ὃ2

ὴ2
ὃ2 ὃ1 1 ὃὴ‚ –Ͻὃὴ‚ – 

ὃὴ‚ –Ͻ‚, 

where 

ὃὴ= ὴ1ὃ1 + ὴ2ὃ2 

In these two cases where fi ὴ1,ὴ2 ‚ the elements of ‬fi ὴ1,ὴ2 ‚ are 

obtained using a lamination and it is essentially the unique way to obtain 

them. 



Let us now deal with more general functionals, they are of the 

form 

ꞌό,ὓ όɳ,‫ά,Ễ,‫1 = ὫὭὼ,ό, όɳὨὼ

‫Ὥ

ά

Ὥ= 1

 

(in the case without rotations)  or 

ꞌό,ὓ όɳ,‫ά,Ễ,‫1 = ὫὭὼ,ό, όɳ,ὖὸὃὭὖɳ όὨὼ

‫Ὥ

ά

Ὥ= 1

 

in the case with rotations 

 

where ὫὭὼ,ί,ʊ,– ὅ1 + ȿίȿ2 + ȿʊȿ2 + ȿ–ȿ2  



Previous relaxation results. 

Tartar:  ά= 2,  ὃ1,ὃ2 scalar matrices 

ꞌό = ȿɳ ό ό0 ȿ
2Ὠὼ

ɱ

 

For ό0 ᶰὈ dense  of  Ὄ0
1 ɱ a relaxation is obtained   

reemplacing M(ɱ) by  ὃ1—+ ὃ2 1 —: 0 — 1  

Grabovski.  Bellido, Pedregal. ό0 arbitrary . 

Maestre, Munch, Pedregal, wave equation. 

Munch, Pedregal, Periago, heat equation. 

Allaire, Gutiérrez.   ὃ1,ὃ2 non scalar, but ȿὃ2 ὃ1ȿ 

small, not rotation, general functional. 

 



Difficulty:  To pass to the limit in (similar with rotations) 

lim
ὲ

ὫὭὼ,όὲ, όɳὲὨὼ

‫ὲ
Ὥ

ά

Ὥ= 1

 

where  

ừ
Ừ

ứ
div ὃὭ…‫ὲὭ

ά

Ὥ= 1

όɳὲ = Ὢ  in ɱ 

όὲ= 0  on ‬ɱ,

 

 

 

 

  



Remark. If the sets ‫ὲ
Ὥ= ‐‫

Ὥ have a periodic structure, i.e. 

‐‫
Ὥ= ‐ ὣὭ+ Ὧ

Ὧɴ ᴚὲ

,     ὣὭṒὣ, 

we  know   

όɳ‐ὼ~ όɳὼ+ ‬Ὥόὼ ώɳύὩὭ
ὼ

‐

ὔ

Ὥ= 1
 

 

 

 



Then 

lim
‐

ὫὭὼ,ό‐, όɳ‐Ὠὼ

‐‫
Ὥ

ά

Ὥ= 1

 

= lim
‐

ὫὭ ὼ,ό‐, όɳ+ ‬ὭόɳώύὩὭ
ὼ

‐

ὔ

Ὥ= 1

…ὣὭ
ὼ

‐
Ὠὼ

ɱ

ά

Ὥ= 1

 

= ὫὭ ὼ,ό(ὼ), όɳ(ὼ) + ‬Ὥό(ὼ) ώɳύὩὭώ

ὔ

Ὥ= 1ὣὭ

ὨώὨὼ

ɱ

ά

Ὥ= 1

 

 
 



JCD, J. Couce-Calvo, J.D. Martín-Gómez (2008),  

ὃ1,ὃ2 arbitrary , not rotation, general functional. 

Definition: We write 

όὲ,„ὲ,—ὲ
1,Ễ,—ὲ

ά ᴼ
†
ό,„,—1,Ễ,—ά  

if  

—ὲ
Ὥᴼ
ᶻ
—Ὥ  in ὒЊ ɱ  

όὲᵪό  in  Ὄ0
1 ɱ  

„ὲᵪ„  in  ὒ2 ɱὔ 

div „ὲᴼdiv „  in  Ὄ 1 ɱ.  

 



We define 

ꞈό,„,—1,Ễ,—ά = ὫὭὼ,ό, όɳὨὼ

‫Ὥ

ά

Ὥ= 1

 

  

 ꞈ ό,„,—1,Ễ,—ά = ὫὭὼ,ό, όɳ,ὖὸὃὭὖɳ όὨὼ

‫Ὥ

ά

Ὥ= 1

 

—Ὥ= …,‫Ὥ „= ὃὭ…‫Ὥ 

ά

Ὥ= 1

όɳ   „= ὖὸ ὃὭ…‫Ὥ 

ά

Ὥ= 1

ὖɳ ό  

ꞈ—1,Ễ,—ά,ό,„ = +Њ  in another case. 



Theorem (C-D, Couce-Calvo, Martín-Gómez) 

Ὄɱ:ɱ× ᴙ× ᴙὔ× ᴙὔ× ᴙάᵐᴙ᷾ +Њ  

such that the lower semicontinuous envelope  ꞈof  ꞈ with 

respect to the †-convergence is given by 

ꞈό,„,—1,Ễ,—ά = Ὄ(ὼ,ό,

ɱ

όɳ,„,—1,Ễ,—ά)Ὠὼ 



The function Ὄ can be defined as      (case without rotations) 

Ὄὼ,ί,‚,–,ὴ1,Ễ,ὴά = lim
‏
Ὄ‏ὼ,ί,‚,–,ὴ

1,Ễ,ὴά  

Ὄ‏ὼ,ί,‚,–,ὴ
1,Ễ,ὴά = inf ὫὭὼ,ί, ύɳ‚+ ‚

ὣὭ

Ὠώ

ά

Ὥ= 1

 

ὣ1,Ễ,ὣάṒὣ, ὣὭ᷊ὣὮ= ,ɲ ὣὭ = ὴὭ      

div ὃὭ…ὣὭ

ά

Ὥ= 1

( ύɳ‚+ ‚) = 0  in  ᴙὔ

ύ‚   periodic

 

ὃὭ…ὣὭ

ά

Ὥ= 1

( ύɳ‚+ ‚) Ὠώ

ὣ

–<  ‏



Theorem (JCD, J. Couce-Calvo, J.D. Martín-Gómez) 

A  relaxation of (CP) is given by 

 

RCP        

min Ὄ(ὼ,ό,

ɱ

όɳ,„,—1,Ễ,—ά)Ὠὼ

—1,Ễ,—ά,0 —Ὥ 1, —Ὥ
ά

Ὥ= 1

= 1, —ὭὨὼ
ɱ

‘Ὥ

ὓᶰfi —1,Ễ,—ά  a.e. in ɱ
div ὓ όɳ = Ὢ  in ɱ 
ό= 0  on ‬ɱ,

 

 



If ὔ= 1 

Ὄὼ,ί,‚,–,ὴ1,Ễ,ὴά = ὴὭὫὭὼ,ί,
–

ὃὭ

ά

Ὥ= 1

 

ὭὪ –=
ὴὭ

ὃὭ

ά

Ὥ= 1

1

‚,   

 

+Њ   in another case 



If  ὔ> 1, the function Ὄ is not known in general.  

We have the following properties 

¶ Dom Ὄ = ὼ,‚,–,ὴ1,Ễ,ὴά : –ɴ fi ὴ1,Ễ,ὴά ‚. 

¶ In its domain Ὄ is measurable with respect to ὼ and continuos with 

respect to the other variables. 

¶ ȿὌὼ,‚,–,ὴ1,Ễ,ὴά ȿ ὅ1 + ȿίȿ2 + ȿʊȿ2 + ȿ–ȿ2  

¶ Ὄ satisfies the following convexity property 

 

Ὄὼ,‎‚1 + 1 ‎‚2,‎–1 + 1 ‎–2,

                 ‎ὴ1
1 + 1 ‎ὴ2

1,Ễ,‎ὴ1
ά + 1 ‎ὴ2

ά  

                       ‎ Ὄὼ,‚1,–1,ὴ1
1,Ễ,ὴ1

ά + 1 ‎Ὄὼ,‚2,–2,ὴ2
1,Ễ,ὴ2

ά  

 

       if  ‎ɴ 0,1 , ‚2 ‚1 Ͻ–2 –1 = 0. 



If  we replace the functional ὐ by 

ꞌό,ὓ όɳ,‫ά,Ễ,‫1 + ὫὭὼ,όὨὼ

‫Ὥ

ά

Ὥ= 1

+ Ὤὼ,ό όɳὨὼ

ɱ

+ Ὧὼ,όὓ όɳὨὼ

ɱ

+ ὰὼ,όὓ όɳϽɳόὨὼ.

ɱ

 

Then the function Ὄ is replaced by 

Ὄὼ,ί,‚,–,ὴ1,Ễ,ὴά + ὴὭὫὭὼ,ό

ά

Ὥ= 1

+ Ὤὼ,ί‚

+ Ὧὼ,ίὓ‚+ ὰὼ,ίὓ‚Ͻ‚ 

 



¶ In the case without rotations and ά= 2, we have 

Ὄὼ,ί,‚,–,ὴ1,ὴ2 =   

                    ὴὭὫὭ ὼ,ί, ὃὮ ὃὭ
1ὃὮ‚ –

ὴὭ
       Ὦ Ὥ

2

Ὥ= 1

 

 in   ‬Dom Ὄ . 

¶ In the case with rotations 

Ὄὼ,ί,‚,–,ὴ1,Ễ,ὴά =  

ὴὭὫὭ ὼ,ί,
1
‗ὴ
ʇὭ

–+ ‗ὴ
ɤὴ
ʇὭ

1 ‚

ɤὴ ‗ὴ
,
ɤi ‗ὴ –+ ‗ὴ ɤὴ ɤὭ‚

ɤὴ ‗ὴ

ά

Ὥ= 1

 

in   ‬Dom Ὄ . 

‗ὴ =
ὴὭ

‗Ὥ

ά

Ὥ= 1

1

, ɤὴ = ὴὭɤi

ά

Ὥ= 1

, 

In both cases the mixture giving the value of H is obtained by one lamination. 



Examples where Ὄ can be explicitly calculated,  

case without rotations, ά= 2.     We assume 

  ꞌό,ὓ όɳ,‫ά,Ễ,‫1 = Ὤὼ,όὃ1 όɳϽɳό Ὠὼ

‫1

+ Ὃὼ,ό, όɳ Ὠὼ,

‫2

 

ὗὼ,ί,‚ = Ὃὼ,ί,‚ Ὤὼ,ίὃ2‚Ͻ‚  convex in ‚ . 

Then 

Ὄὼ,ί,‚,–,ὴ1,ὴ2 = Ὤὼ,ί‚Ͻ–+ ὴ2ὗ ὼ,ί,
1

ὴ2
ὃ2 ὃ1 1 – ὃ1‚  

This value of  Ὄ is obtained using two laminations. 



Corollary: ὃ1 = ‌Ὅ,ὃ2 = ‍Ὅ, ‌< ‍, 

ꞌό,ὓ όɳ,‫ά,Ễ,‫1 = ὶ ȿɳόȿ2

ɱ

Ὠὼ 

 

If   ὶ> 0, ὴɴ (0,1) 
 

Ὄὼ,ί,‚,–,ὴ1,ὴ2 =
ὶ

‍
–Ͻ‚+

ὶ

ὴ1 ‍ ‌
ȿ– ‍‚ȿ2 

If  ὶ> 0, ὴɴ (0,1) 
 

Ὄὼ,ί,‚,–,ὴ1,ὴ2 =
ὶ

‌
–Ͻ‚

ὶ

ὴ2 ‍ ‌
ȿ– ‌‚ȿ2 

 

Remark: For 0>r ,  this gives the results of  

Bellido - Pedregal,   Grabovsky. 

 



Case without rotations,  ά= 2, 

  ꞌό,ὓ όɳ,‫ά,Ễ,‫1 = Ὂὼ,ό, όɳ Ὠὼ

ɋ

 

with Ὂ(ὼ,ί,‚)  convex in ‚ and such that for every ίɴ ᴙ  and a.e. ὼɴ ɱ  

there exists ‒ɴ ᴙὔ\ 0 , satisfying that 

‗O Ὂὼ,ί,‚+ ‗‒    is linear,  ᶅ ‚ɴ ᴙὔ. 

Then Ὄὼ,ί,‚,–,ὴ1,ὴ2 = ὴ1Ὂ ὼ,ί,
1

ὴ1
ὃ2 ὃ1 1 ὃ2‚ –  

+ὴ2Ὂ ὼ,ί,
1

ὴ2
ὃ2 ὃ1 1 – ὃ1‚  

This value of  Ὄ is obtained using three laminations. 

Particular case: Ὂὼ,ί,‚ = ὅὼ,ί‚Ͻ‚, where the smaller eigenvalue of 

ὅὼ,ί is zero. 
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Numerical Analysis 

To simplify, let us consider the problem ‌,‍> 0  

inf Ὂ(ὼ,ό, όɳ)Ὠὼ

ɱ

 

div ‌…+‫ ‍…ɱ\‫ όɳ = Ὢ in ɱ 

ό= 0 έὲ ‬ ɱ
 

ȿ‫ȿ ‘ 

 



We want to solve the relaxed problem 

min Ὄ(ὼ,ό,

ɱ

όɳ,ὓ όɳ,—)Ὠὼ

0 — 1, —Ὠὼ
ɱ

‘,    ὓᶰfi — a.e. in ɱ

div ὓ όɳ = Ὢ  in ɱ 
ό= 0  on ‬ɱ,

 

 

Dificulty . We do not explicitely know the function Ὄ. 



A discretization using an upper approximation 

 

Let us consider Ὄ such that 

Ὄὼ,ί,‚,–,ὴ lower semicontinuous, with 

 

Ὄὼ,ί,‚,–,ὴ Ὄὼ,ί,‚,–,ὴ 

 

Ὄὼ,ί,‚,‌‚,1 = Ὄὼ,ί,‚,‍‚,0 = Ὂὼ,ί,‚. 
 

For h>0, we consider a triangulation כὬ= ὝὭ,ὬὭ= 1

ὲὬ
 

( )

    ,  if  ,0                 

diam  ,0  ,measurable   ,

,,

,,,

1

,

jiTT

hTTTT

hjhi

hihihi

hn

i

hi

¸=

¢>=W
=

1

8
 

 

and a sequence of  closed subspaces () consider   then we,1

0 WËHVh  



Discretized problem 

 

min Ὄ(ὼ,όὬ,

ɱ

όɳὬ,ὓὬɳ όὬ,—Ὤ)Ὠὼ

0 —Ὤ 1, —ὬὨὼ
ɱ

‘Ὥ,    ὓὬᶰfi —Ὤ  a.e. in ɱ

όὬᶰὠ
Ὤ,  ὓὬɳ όὬϽɳὺὬὨὼ= ὪὺὬ Ὠὼ,     ᶅ

ɱɱ

ὺὬᶰὠ
Ὤ

 

ὓὬ,—Ὤ constants in the elements ὝὭ,Ὤ  



Remark. If  ὠὬ= Ὄ0
1 ɱ, Ὤᶅ, then we are solving the PDE problem 

exactly. To have a true discretization ὠὬ must be  

finite-dimensional. For example a finite dimensional space. 

So, in general ὠὬ is associated to a triangulation which is not 

necessarily given by כὬ. Usually it will be a refinement of כὬ. 
 

We assume 

 

i)  

lim
ὬO 0

min
ὺὬɴ ὠὬ

ᴁὺ ὺὬᴁὌ0
1(ɱ) = 0, ὺᶅᶰὠὬ 

ii)   

lim
ὬO 0

min
ὺὬɴ ὠὬ

ᴁύὬ• ὺὬᴁὌ0
1 ɱ = 0, 

 

ύᶅὬᶰὠὬ  bounded in Ὄ0
1 ɱ, •ᶅᶰὅὧ

Њ ɱ  
 

 



lim
ὬO 0

Ὄὼ,όὬ, όɳὬ,„Ὤ,—ὬὨὼ

ɱ

Ὄ(ὼ,ό, όɳ,„,—)Ὠὼ

ɱ

 

όᶅὬᵪό  in Ὄ0
1 ɱ,  όὬᶰὠὬ, „ᶅὬᵪ„  in ὒ2 ɱὔ 

—ᶅὬᵪ
ᶻ
—  in ὒЊ ɱ, 0 —Ὤ 1 a.e. in ɱ 

lim
ὬO 0

max
ὺὬɴ ὠὬ

1

ᴁὺὬᴁὌ0
1 ɱ

„Ὤ „ ϽɳὺὬὨὼ

ɱ

= 0.   

 

Properties i), ii), iii) are satisfied for ().1

0 W=HVh  

 

If hV   is a usual space of finite elements, it satisfies i), ii). 

 

 

 

 



In the examples where we have an explicit representation of H,  

every sequence of closed subspaces hV  satisfies iii). For example 

‌< ‍, Ὂὼ,ό, όɳ = ȿɳόȿ2 

and then 

Ὄὼ,ί,‚,–,ὴ =
1

‍
–Ͻ‚+

1

ὴ‍ ‌
ȿ– ‍‚ȿ2 

So we need to prove 

lim
ὬO 0

1

‍
„ὬϽɳόὬ+

1

—Ὤ‍ ‌
ȿ„Ὤ ‍ɳ όὬȿ

2 Ὠὼ

ɱ

 

1

‍
„Ͻɳό+

1

—‍ ‌
ȿ„ ‍ɳόȿ2 Ὠὼ

ɱ

 

 

 



It is enough to show 

lim
ὬO 0

„ὬϽɳόὬὨὼ

ɋ

„ϽɳόὨὼ

ɋ

 

lim
ὬO 0

ȿ„Ὤ ‍ɳ όὬȿ
2

—Ὤ
Ὠὼ

ɋ

ȿ„ ‍ɳόȿ2

—
Ὠὼ

ɋ

 

The first one immediately follows from 

lim
ὬO 0

max
ὺὬɴ ὠὬ

1

ᴁὺὬᴁὌ0
1 ɱ

„Ὤ „ ϽɳὺὬὨὼ

ɱ

= 0.   

For the second one use that the application ὸ,ὶᴼ
ȿὸȿ2

ὶ
 is 

convex in ᴙ× ᴙ+ . 



Remark. Assumption 

lim
ὬO 0

min
ὺὬɴ ὠὬ

ᴁύὬ• ὺὬᴁὌ0
1 ɱ = 0, 

 

ύᶅὬᶰὠὬ  bounded in Ὄ0
1 ɱ, •ᶅᶰὅὧ

Њ ɱ  
 

allows us to prove a discrete version of the div-curl lemma 

If  όὬᵪό  in Ὄ0
1 ɱ,  όὬᶰὠὬ, „Ὤᵪ„  in ὒ2 ɱὔ 

lim
ὬO 0

min
ὺὬɴ ὠὬ

1

ᴁὺὬᴁὌ0
1 ɱ

„Ὤ „ ϽɳὺὬὨὼ

ɱ

= 0.   

Then     „ὬϽɳόὬᵪ „Ͻɳό in ꜠ ᴂɱ. 



Theorem: The discrete problem has a solution ( )hhh Mu q,,  

Up to a subsequence     

όὬᵪό  in Ὄ0
1 ɱ

ὓὬɳ όὬᵪὓ όɳ  in ὒ2 ɱὔ

—Ὤᵪ
ᶻ
—  in ὒЊ ɱ

 

 

( )

( )

( ) ( ) .,,,,,,,,lim

   

    , a.e.  )(   ,10

on   0  ,in   div 

,,,,inf 

 ofsolution   ) ,( 
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Example 1: 

( ) ( )

( ) otherwise.  ,,

),,(0,,1,,

+¤=

==

pH

sxFBHAH

hx

xxxxx
 

 

In this case, we are solving a discrete version of the original 

(unrelaxed) problem, i.e. 

inf Ὂ(ὼ,όὬ, όɳὬ)Ὠὼ

ɱ

 

ừ
Ừ

ứ
όὬᶰὠὬ

‌…+‫Ὤ ‍…ɱ\‫Ὤ όɳὬ
ɱ

ϽɳὺὬὨὼ= ὪὺὬ
ɱ

 Ὠὼ,  ᶅ ὺὬᶰὠὬ
 

,Ὤכ ‫Ὤ a union of elements of ȿ‫Ὤȿ ‘ 
 



Remark: Contrarily to the continuous problem, it always has a 

solution. This is due to the fact that the set of controls is contained 

in a finite-dimensional space. 

 

It provides a physical control and not a relaxed one. 

 

If the solution of the relaxed problem is a finite mixture of the 

materials ‌ and ‍ the convergence can be very slowly. 

 

The construction of algorithms is difficult. The controls are  

characteristic functions which only take the value one or zero. 

We cannot use step methods. 



Example 2: (ὔ 2) Since we know the values of Ὄ in the  

boundary of its domain, we can take 

 

Ὄὼ,ί,‚,–,ὴ 

= ὴὊ ὼ,ί,
‍‚ –

ὴ‍ ‌
+ (1 ὴ)Ὂ ὼ,ί,

– ‌‚

(1 ὴ) ‍ ‌
 

 

if  –ɴ ‬fi(ὴ)‚  
 

Ὄὼ,ί,‚,–,ὴ = +Њ   elsewhere. 
Recall  

–ɴ ‬fi ὴ‚ – ‗ὴ‚Ͻ– ɤὴ‚= 0 

 

‗ὴ =
ὴ

‌
+

1 ὴ

‍

1

,     ɤὴ = ‌ὴ+ ‍(1 ὴ)    



Remark: In this case we are dealing with  the discretization of a 

partially relaxed control problem. 

 

The controls obtained are not physical controls in general. However, 

we know that these controls can be obtained by using one lamination. 

Therefore, we can give simple methods to obtain a physical control 

from the relaxed one.  

 

We hope that the convergence is quickly because we are able to work 

directly with some fine mixtures. 

 

The set of controls is a differentiable manifold and thus we ca use 

more effective algorithms to compute a solution of the discrete 

problem. 



Clearly, when we know the function Ὄ we can just take 

 Ὄ= Ὄ 

We hope to obtain the faster convergence. 

 

A lower approximation of  Ὄ 

Here ὔ 2. 

 We consider Ὄὼ,ί,‚,–,ὴ lower semicontinuous, with 

Ὄὼ,ί,‚,–,ὴ Ὄὼ,ί,‚,–,ὴ 

For h>0, we consider a triangulation כὬ= ὝὭ,ὬὭ= 1

ὲὬ
 as above 

and closed subspaces ὠὬṒὌ0
1 ɱ  satisfying properties i) and ii) 

as above and 

 



lim
ὬO 0

Ὄὼ,όὬ, όɳὬ,„Ὤ,—ὬὨὼ

ɱ

Ὄ(ὼ,όὬ, όɳὬ,„Ὤ,—Ὤ)Ὠὼ

ɱ

 

όᶅὬᵪό  in Ὄ0
1 ɱ,  όὬᶰὠὬ, „ᶅὬᵪ„  in ὒ2 ɱὔ 

—ᶅὬᵪ
ᶻ
—  in ὒЊ ɱ, 0 —Ὤ 1 a.e. in ɱ 

lim
ὬO 0

min
ὺὬɴ ὠὬ

1

ᴁὺὬᴁὌ0
1 ɱ

„Ὤ „ ϽɳὺὬὨὼ

ɱ

= 0.   

We denote  

 

ᴡ= co ὓ,ὴ:  ὓᶰfi(ὴ)  

 

 



Discretized problem 

 

min Ὄ(ὼ,όὬ,

ɱ

όɳὬ,ὓὬɳ όὬ,—Ὤ)Ὠὼ

0 —Ὤ 1, —ὬὨὼ
ɱ

‘Ὥ,    —Ὤ,ὓὬ ᶰᴡ  a.e. in ɱ

όὬᶰὠ
Ὤ,  ὓὬɳ όὬϽɳὺὬὨὼ= ὪὺὬ Ὠὼ,     ᶅ

ɱɱ

ὺὬᶰὠ
Ὤ

 

ὓὬ,—Ὤ constants in the elements ὝὭ,Ὤ  
 

 



Remark: For every ‚ɴ ᴙὔ, the set  

–,ὴᶰᴙὔ× 0,1 : –ɴ fi(ὴ)‚. 

Therefore, if —,ὓ ᶰᴡ  a.e. in ɱ and όᶰὌ0
1 ɱ  there 

exists ὓ  ɴfi(—) such that ὓ όɳ= ὓ όɳ. 

So, in the discretized problem  

(ὼ,όὬ, όɳὬ,ὓὬɳ όὬ,—Ὤ) 

belongs to the domain of Ὄ. 

Recall that the control problem only provides ὓ όɳ. 



Theorem: The discrete problem has a solution ( )hhh Mu q,,  

Up to a subsequence     

όὬᵪό  Ὥὲ Ὄ0
1 ɱ

ὓὬɳ όὬᵪὓ όɳ  Ὥὲ ὒ2 ɱὔ

—Ὤᵪ
ᶻ
—  Ὥὲ ὒЊ ɱ

 

 

 

( )

( )

( ) ( )ññ
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ñ
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,,,,,,,,lim

   

    , a.e.  )(   ,10

on   0  ,in   div 

,,,,inf 

 ofsolution   ) ,,( 

0



Remark: Since Ὄ Ὄ, it is clear that the functions 

(ό,ὓ,—) given by the theorem, satisfy 

Ὄὼ,ό, όɳ,ὓ όɳ,—Ὠὼ

ɱ

min(RCP). 

If  

Ὅ    Ὄὼ,ό, όɳ,ὓ όɳ,— = Ὄὼ,ό, όɳ,ὓ όɳ,— a.e.in ɱ, 

Then (ό,ὓ,—) is a solution of (RCP). 

Can we give some condition on Ὄ to assure (I)? 



Optimallity conditions 

We assume Ὄ  smooth enough and we consider a solution  

(ό,ὓ,—) of 

       min Ὄὼ,ό, όɳ,ὓ όɳ,—Ὠὼ

ɱ

 

div ὓ όɳ = Ὢ  in ɱ 
ό= 0  on ‬ɱ,

 

—Ὠὼ
ɱ

‘,    (ʃ,ὓ) ᶰᴡ 

We can assume ὓᶰfi — a.e. in ɱ. 

 

 



Take ὓ,—,   ὓᶰfi — a.e. in ɱ, ᷿ —
ɱ
Ὠὼ ‘.  

For 0 < ‐< 1, we define (ὓ꜡ ,—꜡) by 

ὓ‐= ὓ+ ‐ὓ ὓ , —꜡ = —+ ‐— — 

and ό‐ as the solution of 

div ὓ‐ɳ ό‐ = Ὢ  in ɱ 
ό‐= 0  on ‬ɱ.

 

Then,  

Ὄὼ,ό, όɳ,ὓ όɳ,—Ὠὼ

ɱ

Ὄὼ,ό‐, όɳ‐,ὓ‐ɳ ό‐,—‐Ὠὼ.

ɱ

 



 

Ὄὼ,ό‐, όɳ‐,ὓ꜡ όɳ‐,—꜡ Ὄὼ,ό, όɳ,ὓ όɳ,—

‐
Ὠὼ

ɱ

0. 

Taking the limit when ‐ tends to zero and denoting  

Ẓ= ὼ,ό, όɳ,ὓ όɳ,—  and  

όᴂ= lim
‐O 0

ό‐ ό

‐
 

 

we get 

 

 



‬ίὌẒόᴂὨὼ

ɱ

+ ‬‚ὌẒ ϽɳόᴂὨὼ

ɱ

 

‬–ὌẒ Ͻ(ὓ ὓ) όɳ+ ὓ όɳᴂὨὼ

ɱ

 

+ ‬ὴὌẒ(— —)Ὠὼ

ɱ

0. 

 



Derivating in div ὓ꜡ όɳ‐ = Ὢ  in ɱ,  ό‐= 0 on Ћɱ  

we deduce that όᴂ is the solution of 

div (ὓ ὓ) όɳ+ ὓ όɳᴂ= 0 in ɱ, όᴂ= 0 on Ћɱ. 

We introduce the adjoin state ὴǶ as the solution of 

div ὓ ὴɳǶ= ‬ίὌẒ div ‬‚ὌẒ + ὓ‬–ὌẒ  in ɱ 

ὴǶ= 0 on Ћɱ. 

Then ‬ίὌẒό
ᴂ+ ‬‚ὌẒ Ͻɳό

ᴂ+ ‬–ὌẒ Ͻὓ όɳᴂὨὼ

ɱ

 

= ὓ ὓ όɳϽɳὴὨὼ

ɱ

 

 



Then, (ό,ὓ,—) satisfies 

(ὓ ὓ) όɳϽ‬–ὌẒ ὴɳǶὨὼ

ɱ

+ ‬ὴὌẒ(— —)Ὠὼ

ɱ

0 

ᶪὓ,— ᶰᴡ,   ὓᶰfi — a.e. in ɱ, ᷿ —Ὠὼ ‘.
ɱ

 

If  —= —, we can replace ὓ by ὓ…+‫ ὓ…ɱ\‫ᶰfi —  a.e. in ɱ 

with ‫Ṓɱ measurable. We have 

(ὓ ὓ) όɳϽ‬–ὌẒ ὴɳǶὨὼ

‫

0   ᶅ ‫ 

i.e.  (ὓ ὓ) όɳϽ‬–ὌẒ ὴɳǶ 0  a.e. in .‫ 



We have then proved  

ὓ όɳϽ‬–ὌẒ ὴɳǶ= min
ὓ fiɴ —

ὓ όɳϽ‬–ὌẒ ὴɳǶ 

a.e. in ɱ and thus,  

ὓ όɳᶰ‬fi — όɳ  a.e. in  ‬–ὌẒ ὴɳǶ 0 . 

Remark: There exist some results showing that in some cases 

it is always possible to obtain a solution such that 

ὓ όɳᶰ‬fi — όɳ  a.e. in  ɱ 

without taking into account the value of ‬–ὌẒ ὴɳǶ. 

A.e. in  ‬–ὌẒ ὴɳǶ 0  the optimal matrix is obtained by 

a simple lamination. 



Taking in account the last result, we will take Ὄ such that 

 Ὄ ὼ,ί,‚,–,ὴ = Ὄὼ,ί,‚,–,ὴ 

= ὴὊ ὼ,ί,
‍‚ –

ὴ‍ ‌
+ (1 ὴ)Ὂ ὼ,ί,

– ‌‚

(1 ὴ) ‍ ‌
 

for  –ɴ ‬fi ὴ‚.  

Theorem. We assume that Ὄ .,ί,‚,–,ὴ is Fréchet derivable for 

ὴɴ (0,1) and 
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if the solution (ό,ὴ,—) of 

       min Ὄὼ,ό, όɳ,ὓ όɳ,—Ὠὼ

ɱ

 

div ὓ όɳ = Ὢ  in ɱ          
ό= 0  on ‬ɱ,

—Ὠὼ
ɱ

‘,    (ʃ,ὓ) ᶰᴡ 

given by the convergence theorem satisfies 

‬–Ὄὼ,ό, όɳ,ὓ όɳ,— ὴɳǶ 0  a.e.  in ɱ 

then  (ό,ὴ,—) is a solution of (RCP). 



Example of function Ὄ.  

Assume Ὂ(ὼ,ί,‚) convex in ‚ and Ὂ(.,ί,‚) smooth.  

Then, the function 

Ὄ ὼ,ί,‚,–,ὴ 

= ὴὊ ὼ,ί,
‍‚ –

ὴ‍ ‌
+ (1 ὴ)Ὂ ὼ,ί,

– ‌‚

(1 ὴ) ‍ ‌
 

for ὼ,ί,‚,–,ὴᶰɱ× ᴙ× ᴙὔ× ᴙὔ× [0,1],  –ɴ ‬fi ὴ‚,  

is in the conditions of the above results. 
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Gradient algorithm for the resolution  

of the discrete problem 

Let us use the previous calculus to give an algorithm to solve 

the relaxed control problem 

       min Ὄὼ,ό, όɳ,ὓ όɳ,—Ὠὼ

ɱ

 

div ὓ όɳ = Ὢ  in ɱ 
ό= 0  on ‬ɱ,

 

—Ὠὼ
ɱ

‘,    (ʃ,ὓ) ᶰᴡ 

 



To simplify the exposition, we present the algoritm applied directly to 

the continuous problem and to the function Ὄ which we assume 

smooth. 

Assuming an approximation ὓὲ,—ὲ  of a solution, let  

us try to construct 

ὓὲ+ 1 = ὓὲ+ ‐ὓ ὓὲ ,   —ὲ+ 1 = —ὲ+ ‐— —ὲ , 

with ‐ɴ (0,1) small given, and ὓ,—,  with ὓᶰfi —, ᷿ —Ὠὼ ‘
ɱ

, 

to choose in such way that 

Ὄὼ,όὲ+ 1, όɳὲ+ 1,ὓὲ+ 1 όɳὲ+ 1,—ὲ+ 1 Ὠὼ

ɱ

Ὄὼ,όὲ, όɳὲ,ὓὲɳ όὲ,—ὲὨὼ

ɱ

 

 



The functions όὲ,όὲ+ 1 are the solutions of the corresponding 

state equations. We use a first order Taylor expansion to write 

Ὄὲ+ 1Ὠὼ

ɱ

~ ὌὲὨὼ

ɱ

 

+‐ ὓ ὓὲ όɳὲϽ‬–Ὄὲ ὴɳὲὨὼ

ɱ

+ ‬ὴὌὲ(— —ὲ)Ὠὼ

ɱ

, 

where we used the index ὲ in Ὄ (idem ὲ+ 1) to mean that the 

functions are valuated in ὼ,όὲ, όɳὲ,ὓὲɳ όὲ,—ὲ . 

 

 



The function ὴὲ is defined by 

div ὓὲɳ ὴὲ = ‬ίὌὲ div ‬‚Ὄὲ+ ὓὲ‬–Ὄὲ  in ɱ

ὴὲ= 0  on  ‬ɱ
 

Let us choose (ὓ,—) minimizing 

ὓ ὓὲ όɳὲϽ‬–Ὄὲ ὴɳὲὨὼ

ɱ

+ ‬ὴὌὲ(— —ὲ)Ὠὼ

ɱ

 

or minimizing  ὓ όɳὲϽ‬–Ὄὲ ὴɳὲὨὼ

ɱ

+ ‬ὴὌὲ—Ὠὼ

ɱ

 

when ὓᶰfi —, a.e.in ɱ, ᷿ —Ὠὼ‪ ‘
ɱ

. 

Fixing — we deduce that 

ὓ όɳὲϽ‬–Ὄὲ ὴɳὲ = min
ὓ fiɴ —

ὓ όɳϽ‬–Ὄὲ ὴɳὲ . 

 

 



Taking into account that 

 

–ɴ fi ὴ‚ – ‗ὴ‚Ͻ– ȿὴ‚ 0 

 

‗ὴ =
ὴ

‌
+

1 ὴ

‍

1

,     ȿὴ = ‌ὴ+ ‍(1 ὴ)    

We have that 

ὓ όɳὲ=
ȿ—+ ‗—

2
όɳὲ

ȿ— ‗—

2

ȿɳόὲȿ

‬–Ὄὲ ὴɳὲ
‬–Ὄὲ ὴɳὲ  

a.e. where ɳόὲ, ‬–Ὄὲ ὴɳὲ are not zero. 



Inserting this expression in 

ὓ όɳὲϽ‬–Ὄὲ ὴɳὲὨὼ

ɱ

+ ‬ὴὌὲ—Ὠὼ

ɱ

, 

We deduce that — is a minimum of  

ɽ—+ ‗—

2
όɳὲ

ɱ

Ͻ‬–Ὄὲ ὴɳὲὨὼ 

ɽ— ‗—

2
ȿɳόὲȿ

ɱ

‬–Ὄὲ ὴɳὲὨὼ+ ‬ὴὌὲ—Ὠὼ.

ɱ

 

when ᷿ —Ὠὼ ‘
ɱ

, 0 — 1. 

 

 

 



This is a convex problem. The Kuhn Tucker theorem asserts that it 

is equivalent to find ὶ 0, with 

ὶ —Ὠὼ

ɱ

‘ = 0 

such that — is a minimum of 

ɽ—+ ‗—

2
όɳὲ

ɱ

Ͻ‬–Ὄὲ ὴɳὲὨὼ 

ɽ— ‗—

2
ȿɳόὲȿ

ɱ

‬–Ὄὲ ὴɳὲὨὼ+ ‬ὴὌὲ+ ὶ—Ὠὼ.

ɱ

 

when 0 — 1. 

 



Thus, a.e. in ɱ, —= —ὶ is a minimum of 

ɮὶ— =
ɽ—+ ‗—

2
όɳὲϽ‬–Ὄὲ ὴɳὲ  

ɽ— ‗—

2
ȿɳόὲȿ‬–Ὄὲ ὴɳὲ + ‬ὴὌὲ+ ὶ—. 

when 0 — 1. 

For  ὶ1 ὶ2, we have 

ɮὶ1 —ὶ1 ɮὶ1 —ὶ2 = ɮὶ2 —ὶ2 ὶ2 ὶ1 —ὶ2  

ɮὶ2 —ὶ1 ὶ2 ὶ1 —ὶ2 = ɮὶ1 —ὶ1 ὶ2 ὶ1 —ὶ2 —ὶ1  

i.e. —ὶ2 —ὶ1  a.e. in ɱ. 

 



Since we are looking for ὶ 0 such that 

—ὶὨὼ

ɱ

‘  and  ὶ —ὶὨὼ

ɱ

‘ = 0. 

we can choose 

ὶ= 0    if   —0Ὠὼ

ɱ

‘ 

ὶ= min ί 0: —ίὨὼ

ɱ

= ‘   if not 

 

 



The above rule gives us a procedure to compute  —,ὓ . 

Then, we take 

—ὲ+ 1 = —ὲ+ ‐— —ὲ , ὓὲ+ 1 = ὓὲ+ ‐ὓ ὓὲ  

for some ‐ɴ (0,1]. How can we choose ‐? 

 

Assume ꜟ  a bounded closed convex set of a Banach space and 

Ὂ:ꜟᴼᴙ such that there exists 

Ὂᴂᴂὼ ώ ὼ,ώ ὼ,   ᶅ ὼ,ώᶰ  ꜟ

with     Ὂᴂᴂὼ ώ ὼ,ώ ὼ ὑᴁώ ὼᴁ2.  

We want to solve the problem 

min
ꜟ
Ὂ 



As above, we consider a descent method to compute the minimum. 

Given ὼὲ let us take ὼὲ+ 1 = ὼὲ+ ‐(ὼ ὼὲ) as above, 

with ὼ minimizing 

Ὂὼὲ + ‐Ὂᴂὼὲ (ὼ ὼὲ) 

when ὼɴ ,ꜟ i.e. (the minimum exists if for example the space is 

reflexive) 

Ὂᴂὼὲὼ= min
ὼɴ ꜟ
Ὂᴂὼὲὼ 

A second order Taylor expansion gives for some ὼɴ (ὼὲ,ὼὲ+ 1), 

Ὂὼὲ+ 1 = Ὂὼὲ + ‐Ὂᴂὼὲ ὼ ὼὲ +
‐2

2
Ὂᴂὼ ὼ ὼὲ,ὼ ὼὲ  

Ὂὼὲ + ‐Ὂᴂὼὲ ὼ ὼὲ +
‐2

2
ὑᴁὼ ὼὲᴁ

2 

 



Thus, we choose ‐ minimizing 

‐Ὂᴂὼὲ ὼ ὼὲ +
‐2

2
ὑᴁὼ ὼὲᴁ

2, 

in  0,1 ,  i.e.  

‐= min
Ὂᴂὼὲ ὼὲ ὼ

ὑᴁὼ ὼὲᴁ
2

,1  , 

which gives 

Ὂὼὲ+ 1 Ὂὼὲ
ȿὊᴂὼὲ ὼὲ ὼȿ2

2ὑᴁὼ ὼὲᴁ
2

  if  ‐< 1 . 

Ὂὼὲ+ 1 Ὂὼὲ
ὑᴁὼ ὼὲᴁ

2

2
  if ‐= 1 

Remark. If  Ὂᴂὼὲ ὼὲ ὼ = 0 Ὂᴂὼὲὼὲ= minὼɴ ꜟὊ
ᴂὼὲὼ, 

then, we cannot decrease and the algorithm stops. In another case 

Ὂὼὲ+ 1 < Ὂὼὲ . 

 



Since Ὂὼὲ  is decreasing (assuming infꜟὊ> Њ), we have that 

Ὂὼὲ  converges. 

If ‐< 1, the inequality 

Ὂὼὲ+ 1 Ὂὼὲ
ȿὊᴂὼὲ ὼὲ ὼȿ2

2ὑᴁὼ ὼὲᴁ
2

 

and ꜟ  bounded shows that  

Ὂᴂὼὲ ὼὲ ὼ = Ὂᴂὼὲὼὲ min
ὼɴ ꜟ
Ὂᴂὼὲ ὼO 0. 

Analogously, if ‐= 1we have that  ὼ ὼὲ tends to zero which also 

implies the above statement. 

 



If we assume the space finite dimensional and Ὂᴂcontinuous, we 

have (recall that the algorittm will be applied to a discretization of 

the Control Problem) 

Theorem. There exists a subsequence ὼὲὯof ὼὲ and ὼӶɴ  ꜟ , such that 

ὼὲὯᴼὼӶ   and ὼӶ satisfies 

ὊᴂὼӶὼ ὼӶ 0, ὼᶅɴ ,ꜟ 

i.e. ὼӶ satisfies the usual optimality conditions for the problem 

min
ꜟ
Ὂ 

Proof. Since ꜟ  is compact we can assume the existence of ὼὲὯ and 

ὼӶɴ  ꜟ , such that ὼὲὯᴼὼӶ.  Using that  

Ὂᴂὼὲὼὲ min
ὼɴ ꜟ
Ὂᴂὼὲ ὼO 0, 

we get the result. 

 

 

 



Summarizing  

We fix ὑ> 0 large enough. 

For —ὲ,ὓὲ, with ὓὲᶰfi —ὲ  a.e. in ɱ, ᷿ —ὲɱ
Ὠὼ ‘, we define 

όὲ,ὴὲ as the solutions of 

div ὓὲɳ όὲ = Ὢ in ɱ
όὲ= 0  on  ‬ɱ

 

div ὓὲɳ ὴὲ = ‬ίὌὲ div ‬‚Ὄὲ+ ὓὲ‬–Ὄὲ  in ɱ

ὴὲ= 0  on  ‬ɱ
 

The index ὲ in Ὄ means that the functions are valuated in 

ὼ,όὲ, όɳὲ,ὓὲɳ όὲ,—ὲ . 



We denote ‎= όɳὲ,  ‒= ‬–Ὄὲ ὴɳὲ 

For ὶ 0, we take —ὶ as 

If  
‍ ‌

2‌
‌+ ‍‒Ͻ‎+ ‍ ‌ȿ‒ȿϽȿ‎ȿ+ ‬ὴὌὲ+ ὶ 0, 

then  —ὶ= 0.  

If  
‍ ‌

2‍
‌+ ‍‒Ͻ‎ ‍ ‌ȿ‒ȿϽȿ‎ȿ+ ‬ὴὌὲ+ ὶ 0, 

then  —ὶ= 1.  

       In another case 

 —ὶ=
1

‍ ‌

‌‍‍ ‌ ȿ‒ȿȿ‎ȿ+ ‒Ͻ‎

‍ ‌ ȿ‒ȿȿ‎ȿ ‒Ͻ‎ 2 ‬ὴὌὲ+ ὶ
‌  



Then, we take     ὶ= 0    if    —0Ὠὼ

ɱ

‘ 

           ὶ= min ί 0: —ίὨὼ

ɱ

= ‘   if not 

and define 

If —(ὼ) = 0 ᵼὓ(ὼ) = ‍Ὅ  ,    If —(ὼ) = 1 ᵼὓ(ὼ) = ‌Ὅ   

 

If —ὼᶰ 0,1 ,  we distinguish several cases: 

If  ‎(ὼ) and ‒ὼ = 0, then ὓ(—ὼ) ᶰfi(ὼ) can be  arbitrarily 

chosen. 

 

 

 



If  ‎ὼϽ‒ὼ = ȿ‎ὼȿȿ‒ὼȿ, then we take 

ὓὼ = ‗—(ὼ)
‎ὼἆ‎ὼ

ȿ‎ὼȿ2
+ ɤ—(ὼ) Ὅ

‎ὼἆ‎ὼ

ȿ‎ὼȿ2
 

If  ‎(ὼ) Ͻ‒ὼ = ȿ‎ὼȿȿ‒ὼȿ, then we consider a unitary vector 

‡ὼ orthogonal to ‎ὼ and we take 

ὓὼ = ‗—ὼ ‡ὼἆ‡ὼ + ɤ—ὼ Ὅ ‡ὼἆ‡ὼ  

In another case, we take 

‡ὼ =
‎ὼ

ȿ‎ὼȿ
+
‒ὼ

ȿ‒ὼȿ
 

ὥὲὨ ὓ ὼ = ‗—ὼ
‡ὼἆ‡ὼ

ȿὺὼȿ2
+ ɤ—ὼ Ὅ

‡ὼἆ‡ὼ

ȿὺὼȿ2
. 

 

 



Finally, for ‐ equals to the minimum of 

 

᷿ ὓὲ ὓ όɳὲϽ‬–Ὄὲ ὴɳὲὨὼɱ
+ ᷿ ‬ὴὌὲ—ὲ —Ὠὼ
ɱ

ὑ ᷿ȿὓὲ ὓ όɳὲȿ
2Ὠὼ+ ᷿ȿὓὲ ὓ ὴɳὲȿ

2Ὠὼ
ɱɱ

 

 

and 1, we define 

 

ὓὲ+ 1 = ὓὲ+ ‐ὓ ὓὲ ,   —ὲ+ 1 = —ὲ+ ‐— —ὲ  



Numerical experiments:  .0 ba<<  
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Ὺ=1, Ύ=2,  Ὼ=0.1

a=1, b=20,  k=0.9

Ὺ=1, ɓ=2,  µ=0.4

a=1, b=20,  k=0.4
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